Three-dimensional diffuse optical tomography in the parallel plane transmission geometry: Evaluation of a hybrid frequency domain/continuous wave clinical system for breast imaging
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Three-dimensional diffuse optical tomography (DOT) of breast requires large data sets for even modest resolution (1 cm). We present a hybrid DOT system that combines a limited number of frequency domain (FD) measurements with a large set of continuous wave (cw) measurements. The FD measurements are used to quantitatively determine tissue averaged absorption and scattering coefficients. The larger cw data sets (10^5 measurements) collected with a lens coupled CCD, permit 3D DOT reconstructions of a 1-liter tissue volume. To address the computational complexity of large data sets and 3D volumes we employ finite difference based reconstructions computed in parallel. Tissue phantom measurements evaluate imaging performance. The tests include the following: point spread function measures of resolution, characterization of the size and contrast of single objects, field of view measurements and spectral characterization of constituent concentrations. We also report in vivo measurements. Average tissue optical properties of a healthy breast are used to deduce oxy- and deoxy-hemoglobin concentrations. Differential imaging with a tumor simulating target adhered to the surface of a healthy breast evaluates the influence of physiologic fluctuations on image noise. This tomography system provides robust, quantitative, full 3D image reconstructions with the advantages of high data throughput, single detector–tissue coupling path, and large (1L) imaging domains. In addition, we find that point spread function measurements provide a useful and comprehensive representation of system performance. © 2003 American Association of Physicists in Medicine. [DOI: 10.1118/1.1534109]
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I. INTRODUCTION

Diffuse optical tomography (DOT) enables researchers to translate highly scattered, light signals into clinically meaningful information about human tissue. The tomographic approaches are new and should offer substantially improved characterization of lesions compared to transillumination approaches of the past. Intrinsic contrast derived from oxy- and deoxy-hemoglobin have been used to differentiate tumors from normal tissue based on vascular signatures. Extrinsic contrast, for example with existing vascular based agents such as indocyanine green, have exhibited significant tumor contrast enhancement. Ultimately, perhaps the most promising optical imaging schemes, may involve targeted agents to select cancer tissue based on peptide and molecular level bindings. The exquisite sensitivity of optical spectroscopy to both intrinsic and extrinsic agents make DOT attractive. However, before clinically optimized optical 3D imaging systems can be realized, several challenges remain to be solved.

The main experimental challenges for DOT relate to the speed and size of the collected data set. Coverage and resolution demand large data sets. Patient movement and physiologic fluctuations necessitate fast collection speeds. In fact, full coverage tomography of breast requires large data sets for even modest spatial resolution (e.g., ~1 cm). Consider a DOT system that aims to provide 0.2–1.0 cm resolution in deep breast tissue (i.e., depths of 1 to 4 cm) with 1 liter volume coverage. Even if we naively assume that a measurement number equal to the number of voxels is sufficient, we require from 10^3 (1 cm resolution) to 10^5 (0.2 cm resolution) measurements. Furthermore there is often an advantage to oversampling for signal averaging considerations, or for handling surface features that have sub-millimeter structure and are near the regions of high measurement sensitivity. Most clinical prototypes used for in vivo measurements have had much smaller data sets, in the range of 10^4 to 10^5 optode pairings, though recently a few systems with larger data sets have been reported. In this paper we present the results of a comprehensive investigation on the design, optimization and imaging performance of a hybrid DOT system that combines a limited number of frequency domain measurements.
(720) with a significantly larger set of CW measurements ($10^5$). Before discussing the design in detail we briefly review our design rationale.

Every diffuse optical tomography system must make compromises about data type and number, measurement geometry, optode placement, and reconstruction method. Generally for absorption and scattering images there are three possible measurement approaches; time domain (pulsed input light with pulse duration $\tau_p \approx 100$ ps), frequency domain (modulated input light with frequency $\omega \approx 10^6$–$10^9$ Hz), and continuous-wave ($\omega \approx DC - 100$ kHz). The time domain approach yields the most information per optode pair when the signal-to-noise ratio is sufficiently large, but it is usually the most expensive technique per optode pair. Continuous-wave (cw) measurements on the other hand are the least expensive and yield the least information per optode pair. Within the diffusion approximation the tissue is described by space- and time-dependent absorption and scattering coefficients and index of refraction. To extract and separate variables at a single light wavelength a system needs at least three independent measures (for example, multiple frequency domain or a time domain measurements). On a per-optode basis the frequency-domain and time-resolved measurements would seem to have an advantage over the cw approach. However, in practice it is possible to reduce the number of time-independent measurements needed by making assumptions about the medium such as its absorption and scattering properties. Imaging of differential changes can also dramatically improve the robustness of reconstruction. The most popular geometry for breast imaging has been the 2D circular array of sources and detectors. This geometry is appealing, in part because of its similarity to the geometries used for computer aided tomography. It benefits from a full 2D measurement view over the entire circumference of the tissue volume. Full exploitation of this geometry requires large dynamic range and large channel separation so that the high light intensities at the close distances do not contaminate the low light levels ($10^{-6}$ lower) at the long source detector separations. Another attractive geometry, which builds on experience with conventional mammography is the planar geometry which has been employed in both parallel scanning modes and limited view DOT arrangements. The disadvantage of this geometry is that the view is limited. It does not fully surround the surface of the tissue volume. An advantage is that the tissue is compressed providing increased light transmission and increased resolution, since resolution performance falls off with distance from the measurement surface. In addition, in the parallel plate transmission mode the dynamic range requirements of the detection system are reduced, and the mechanics of adapting to different breast size is reduced to a simple planar translation analogous to traditional x-ray mammography.

With these considerations in mind, we have pursued a hybrid frequency domain/continuous wave approach with massively parallel detection via a lens coupled CCD camera. The frequency domain (FD) measurements enable us to quantitatively determine the tissue averaged absorption and scattering coefficients and thus to impose constraints on the analysis of the cw data. The larger cw data sets ($10^5$ measurements) collected with a CCD permit 3D DOT reconstruction of a 1-liter tissue volume. Using a plane parallel transmission geometry the breast surface is imaged via a lens coupled CCD. This scheme reduces the complexity of the light channeling system to a single lens, instead of an array of fibers. For extrinsic contrast agents this is a natural imaging approach that has not been pursued to the clinical prototype by others.

Some form of optical tomography or image reconstruction must play a central role in any system which aims to use diffuse light to improve breast tumor diagnosis. Indeed the weakness in early (and current) clinical work is at least partially attributable to deficiencies in the image reconstruction approach. Various reconstruction approaches exist for DOT, (for a review see Arridge). In this work we employ a finite difference forward solver and use the explicit adjoint formulation for the inverse problem as described below. Most DOT approaches have been implemented in two dimensions. In the best 2D cases, researchers have employed a cylindrical geometry to reduce the dimensionality of the problem. Recently there have been direct comparisons between full 3D and 2D reconstructions using simulated data, not surprisingly the 3D reconstructions were superior. The main barrier for full 3D reconstruction is the significant memory and processing time it requires. For example, with a 0.125 mL voxels, 1 L imaging domain, 10,000 measurements and a single 500 MHz, Pentium III processor our reconstructions take 24 h. These numbers can vary by up to an order of magnitude depending on details of the algorithm. There are two steps of the algorithms that are costly: (1) solving the forward problem for each source position, detector position and/or frequency, (2) solving the inverse problem. We have chosen to solve these large-scale computational problems using parallel computing which reduces our reconstruction time from 24 h to 2 h.

The paper proceeds as follows. In the methods section we describe the experimental setup, the image reconstruction procedure, data analysis methods, tissue phantom experiments and in vivo measurement procedures. In the results and discussion section we evaluate and develop the relation between image noise and resolution for the system. We then proceed to evaluate object characterization, multiple object tomography, field of view and spectral decomposition of multiple absorption images into constituent properties. One of the significant challenges to imaging tumors is the heterogeneous nature of healthy breast tissue. Shah et al. have reported spatial variations in $\mu_s'$ over tumor and healthy breast tissue. Quaresima et al. reported spatial variations in $\mu_a$. To assess the effects off heterogeneous optical properties on imaging focal objects we performed phantom studies with healthy subjects. In vivo results are discussed including measures of tissue averaged optical properties and differential imaging with a tumor simulating target in the presence of tissue spatial heterogeneity and temporal fluctuations.
The light is detected by a thermoelectrically cooled detection plane onto the CCD chip with a magnification of \( F\#
\) fuse or anti-reflective coated transparent windows. A 50 mm lens was delivered to the fiber tips for each of the four colors. With a 1 second exposure time the dark count was \( 11 \) counts per 2 \( \times \) 2 pixel bin. A dark count image was taken and subtracted from each measurement image. Background room light was reduced to levels below the standard deviation in the dark image (\( \sim 11 \) counts) using a long pass color glass filter (670 nm, CVI Laser Inc.) placed in front of the CCD lens, and a light shielding box surrounding the camera. Frequency domain measurements are made with an array of 9 detectors fibers interlaced among the source fibers in the compression plate. The signal-to-noise ratio (SNR) of the CCD light intensity measurements was evaluated using Intralipid tissue phantoms with a range of different source detector plane distances (\( \Delta Y_{sd} \)). CCD measurements were binned into 24 \( \times \) 24 square units to give an equivalent pixel size of 0.35 cm \( \times \) 0.35 cm on the breast surface. A series of 100 measurements with 1 second exposure times were made on tissue phantoms with (\( \mu_a = 0.05 \) cm\(^{-1}\) and \( \mu_s' = 10 \) cm\(^{-1}\)). The noise across the image plane was defined as the standard deviation for each binned pixel. For the source–detector plate separations of \( \Delta Y_{sd} = 5 \) to 7 cm, the SNR was greater than \( 10^3 \) for the peak signal pixel (i.e., the pixel with the shortest source–detector separation). For lower light level pixels with light intensity 1% the peak intensity, (corresponding to a 6 cm displacement on the detection plane from the peak signal pixel), the SNR was \( 10^3 \) for \( \Delta Y_{sd} = 6 \) cm and \( 10^2 \) for \( \Delta Y_{sd} = 7 \) cm. When the optical switch is switched between each frame the maximum SNR decreases to \( 2 \times 10^2 \). In our \textit{in vivo} measurements of breast optical properties using a similar geometry most breast compressions were 6 \( \pm \) 1 cm.\(^{31}\) Diffuse stray light contamination was present at a level of \( \sim 10^{-4}I_{peak} \). To avoid complications due to this light, data was cropped at \( I/I_{peak} \)

**II. METHODS**

**A. Experimental**

**1. CCD transmission data**

In Fig. 1 we illustrate our clinical diffuse optical tomography table. For human measurements the subject lies on the table with both breasts suspended in a tank filled with the Intralipid. One breast is positioned central to the measurement area and held in soft compression between a movable compression plate and viewing window. Four lasers operating at 690 nm, 750 nm, 786 nm, and 830 nm, respectively, are optically switched (Dicon Fiber Optics, GP700) between 45 fibers arranged on in a 9 \( \times \) 5 square lattice within the compression plate. The switching times are \( <100 \) ms between colors, and \( <500 \) ms between source positions. The laser powers are balanced so typically 600 \( \pm \) 200 \( \mu \) W is delivered to the fiber tips for each of the four colors.

The viewing window is modular and permits use of diffuse or anti-reflective coated transparent windows. A 50 mm F\# = 1.4 lens (Nikkor AF 50 mm F/1.4D) is used to image the detection plane onto the CCD chip with a magnification of 0.2. The light is detected by a thermoelectrically cooled (\( \sim 40^\circ C \)) 1300 \( \times \) 1340 CCD pixel array with area 2.6 cm \( \times \) 2.68 cm (Roper Scientific, NTE1340). The CCD array is read with 16 bit A/D conversion. With a 800 \( \times \) 1120 pixel ROI and 2 \( \times \) 2 on chip binning the readout time is 300 ms. With a 1 second exposure time the dark count was \( \sim 115 \pm 11 \) counts per 2 \( \times \) 2 pixel bin. A dark count image was taken and subtracted from each measurement image. Background room light was reduced to levels below the standard deviation in the dark image (\( \sim 11 \) counts) using a long pass color glass filter (670 nm, CVI Laser Inc.) placed in front of the CCD lens, and a light shielding box surrounding the camera. Frequency domain measurements are made with an array of 9 detectors fibers interlaced among the source fibers in the compression plate. The same lasers are used for both the frequency domain and the CCD measurements and they are detected simultaneously. The total scan time for all 45 sources is 3 minutes for one color and 12 minutes for 4 colors.

![Fig. 1. (a) Schematic of a clinical DOT table. (b), (c) Pictures of the instrument. The subject lies on the table with both breasts suspended in the Intralipid tank and positions one breast central to the measurement area. The breast is held in soft compression between a movable compression plate and viewing window. Laser light sources are optically switched between 45 fibers arranged on in a 9 \( \times \) 5 square lattice within the compression plate. The modular viewing window can be fitted with either diffuse or anti-reflective coated transparent windows. The transmitted light is detected by a TE cooled, 2.6 cm \( \times \) 2.68 cm, lens coupled CCD. Simultaneous frequency domain measurements are made with an array of 9 detectors fibers interlaced among the source fibers in the compression plate.](image-url)
<0.03, keeping the stray light contribution \(\approx 1\%)%. For typical optical properties and source detector plate separations this intensity threshold cropped the data at a radius of 6 cm from the peak value. For the reconstructions the detector grid was defined as a \(21 \times 13\) grid of measurements spaced 0.464 cm in both \(x\) and \(z\) directions spanning the region from \(r_1 = \{-4.64\text{ cm, } y_d,\ -2.32\text{ cm}\}\) to \(r_2 = \{4.64\text{ cm, } y_d,\ 2.32\text{ cm}\}\).

### 2. Frequency domain

The light sources consist of the laser diodes described in the previous section (which are modulated at 70 MHz). Light from the breast surface is channeled through 3 mm fiber bundles and measured by APD’s (Hamamatsu C5331-04). The amplitude and phase of the detected diffuse photon density waves are obtained by demodulating the output of the APD using a homodyne technique.\(^{32}\) In our system the electrical signal from the APD passes through an amplifier (ZFL-500LN Mini-Circuits, gain=24 dB), a band pass filter (BLP-70 Mini-Circuits), a computer controlled digital attenuator [ZFAT -51020 Mini-Circuits (0-36 dB)] and another amplifier (ZFL 500HLN, gain=19 dB). An IQ demodulator (ZFMIO-70D, 70 MHz, Mini-Circuits) followed by a low pass filter (SLP-1.9, Mini-Circuits) extracts phase and amplitude relative to the RF reference signal that drives the lasers. To minimize the cross-talk between various components, all of the elements are placed in NIM boxes. The system is characterized by a noise equivalent power of 3 pW/\(\sqrt{\text{Hz}}\), a linearity in amplitude of 1%, and phase drift of 0.25 degrees over 80 dB.

### B. Theory

In this section we describe our forward model for light transport in tissue and our inverse solution scheme.

#### 1. Forward model

We model light propagation through tissue and tissue phantoms with the diffusion approximation,

\[
\nabla \cdot (D(r) \nabla \phi(r)) - \left( \mu_a(r) - \frac{i \omega}{\nu} \right) \phi(r) = -S(r), \tag{1}
\]

Here \(D(r) = 1/3(\mu_a'(r))\) is the diffusion coefficient, \(\mu_a'(r)\) is the scattering coefficient. \(\phi(r)\) is the photon fluence rate, \(\mu_a(r)\) is the absorption coefficient, \(\nu\) is the speed of light in the media and \(\omega\) is the source light modulation frequency. The source is characterized by an amplitude and phase [i.e., \(S(r) = S_0 e^{i\omega\phi_0}(r-r_0)\)]. Partial current boundary conditions are used on all surfaces:

\[
\frac{\partial \phi(r)}{\partial n} = -\alpha \phi(r), \tag{2}
\]

where \(\alpha = (1-R_{\text{eff}})/(1+R_{\text{eff}})\) \(3\mu_a'/2\), where \(R_{\text{eff}} \approx -1.440n^2 + 0.170n^{-1} + 0.668 + 0.063n^2\) and \(n=n_{\text{in}}/n_{\text{out}}\).

The heterogeneous diffusion equation is solved using a finite difference algorithm throughout a rectangular domain.\(^{10}\) The rectangular volume is defined by \(r_{FV1} = \{-8.0,-8\}\) and \(r_{FV2} = \{8.6,8\}\) with elements \(\{N_x,N_y,N_z\} = \{65,25,65\}\) of size \(\{\Delta x,\Delta y,\Delta z\} = \{0.25,0.25,0.25\}\) cm for a total of 105,625 grid points.

### 2. Image reconstructions

We describe our reconstruction scheme for absorbing heterogeneities only. Our approach is based on the diffusion equation [Eq. (1)] and involves minimizing a Rytov type least squared error between calculated and measured photon densities for each source detector pair.\(^{33-35}\) Optode pair measurements (indexed by \(i\)) are indicated by the source and detector positions \((r_{di},r_{si})\). The error function minimized is (see Engl et al.\(^{36}\))

\[
\min \left\{ \left\| \ln \left( \frac{\phi_m}{\phi_{mR}} \right) - \ln \left( \frac{\phi_c}{\phi_{cR}} \right) \right\|^2 + \text{Regularization} \right\}. \tag{3}
\]

The measured photon fluence rates for a reference medium and the medium of interest are \(\phi_{mR}(r_{di},r_{si})\) and \(\phi_{m}(r_{di},r_{si})\), respectively. Similarly \(\phi_{cR}(r_{di},r_{si})\) and \(\phi_{c}(r_{di},r_{si})\) are the respective “reference” and “of interest” calculated fields. The regularization term is discussed below. \(\phi_{cR}(r_{di},r_{si})\) is calculated using a priori information, (usually the Intralipid mixture optical properties and tank geometry). \(\phi_{c}(r_{di},r_{si})\) however is computed based on the unknown properties that we wish to determine; its calculation requires inversion techniques.

To determine \(\phi_{c}(r_{di},r_{si})\) we used an iterative model, with linear Rytov update steps. We defined \(\phi_{c}^{k+1}(r_{di},r_{si}) = \phi_{c}^{k}(r_{di},r_{si})\exp(\phi_{\text{scat}}^{k+1}(r_{di},r_{si}))\), where \(k\) is the iteration index and \(\phi_{c}^{k}(r_{di},r_{si})\) is calculated using an initial guess of the optical properties. The Rytov scattered wave for a particular source detector pair, \(\phi_{\text{scat}}^{k+1}(r_{si},r_{di})\) is thus

\[
-\ln \left( \frac{\phi_{c}^{k+1}(r_{di},r_{si})}{\phi_{c}^{k}(r_{di},r_{si})} \right) = \nu \frac{\int G_{s}^{k}(r_{di},r)G_{s}^{k}(r,r_{si})\Delta \mu_{a}^{k+1}(r)d^3r}{D}\int G_{s}^{k}(r_{di},r)\Delta \mu_{a}^{k+1}(r)d^3r. \tag{4}
\]

Here \(\phi_{c}^{k}(r,r_{si})\) is the solution to the diffusion equation for a light source at position \(r_s\) and a specified distribution of absorption \(\mu_a^{k}(r)\) and scattering \(\mu_s^{k}(r)\). The Green’s function \(G_{s}^{k}(r_{di},r)\) is the solution to the diffusion equation for a delta function source at the location of the \(i\)th detector, \((S = \delta(r_{di} - r))\), and the same distributions of absorption, \(\mu_a^{k}(r)\), and scattering, \(\mu_s^{k}(r)\). The differential absorption \(\Delta \mu_{a}^{k+1}(r)\) is the unknown vector we seek.

Equation (4) can be transformed into the following matrix equation:

\[
-\left[ \ln \left( \frac{\phi_{c}^{k+1}}{\phi_{c}^{k}} \right) \right] = [J^{k}] [\Delta \mu_{a}^{k+1}]. \tag{5}
\]

The Jacobian \(([J^{k}] = [\ln(\phi_{c}^{k})/\Delta \mu_{a}])\) is explicitly generated using an adjoint method:

\[
\text{Medical Physics, Vol. 30, No. 2, February 2003}
\]
\[
\frac{\delta [\ln (\phi_c^k)]}{\delta \mu_a} = \nu \frac{G_m^2(r_{di}, r_c) G_c^2(r_c, r_{si})}{D},
\]
where \( r_{ij} \) is the voxel position.

We follow a Morse–Penrose pseudoinverse approach in which a square matrix is created by multiplying both sides of the forward problem by the transpose of the Jacobian. The inversion is stabilized using a spatially variant Tikhonov regularization scheme. With substitution of \( \phi_c^{k+1} \) for \( \phi_c \), the objective function [Eq. (3)] used for each iteration inverse step becomes

\[
\min \left[ \left( \ln \left( \frac{\phi_m}{\phi_{mR}} \right) - \ln \left( \frac{\phi_c}{\phi_{cR}} \right) \right) + \left[ J^k (\Delta \mu_a^{k+1})^T \right] \right]_2^2 + \lambda (r) \left[ (\Delta \mu_a^{k+1})^2 \right]_2^2.
\]

This can be arranged in a more compact form:

\[
\min \left[ \left[ J^k (\Delta \mu_a^{k+1})^T + \left( \ln \left( \frac{\phi_m}{\phi_{mR}} \phi_{cR} \phi_c^{k+1} \right) \right) \right]_2^2 + \lambda (r) \left[ (\Delta \mu_a^{k+1})^2 \right]_2^2.
\]

The related matrix equation to be inverted for each iteration step is

\[
\left( [J^k]^T [J^k] + \lambda (r) [I] \right) (\Delta \mu_a^{k+1})^T = -[J^k]^T \ln \left( \frac{\phi_m}{\phi_{mR}} \phi_{cR} \phi_c^{k+1} \right).
\]

This matrix equation is solved using a conjugate gradient method. The result of one inverse solve is an updated set of optical properties. The optical property map from the preceding iteration is used as the basis for a finite difference forward solve and construction of the Jacobian for each iteration. The regularization constants defined below were held constant at each step. Convergence was found to be consistently obtained after fifteen iterations.

Following Pogue et al.\(^{37}\) we use spatially variant regularization. We implement the method in the plane parallel geometry using a spatially variant regularization parameter controlled by center \( l_s \) and edge \( l_e \) parameters according to the following formula:

\[
\lambda (r) = l_e + l_s (e^{-\rho_s / R_s} + e^{-\rho_e / R_e} + e^{-\rho_s / R_s} - 3).
\]

Here, \( \rho_s = || r_s ||, \rho_i = || r_y - 3 ||, \rho_e = || r_e \|, \) and \( R_s = 16, R_y = 6, \) \( R_e = 16. \) A ratio of \( l_s / l_e = 10 \) was empirically determined to produce even image noise as a function of depth from the source and detector planes. Finally, the inversion volume was performed over a mesh volume defined by \( r_{V1} = \{-6.0, 6\} \) and \( r_{V2} = \{6, 6\} \) with elements \( \{nx, ny, nz\} \) \( = \{24, 12, 24\} \) of size \( \{\delta_x, \delta_y, \delta_z\} \) \( = \{0.5, 0.5, 0.5\} \) cm.

### C. Phantom measurements

Tissue phantom imaging experiments were used to evaluate the imaging performance of our machine. All phantom tests were performed using a background Intralipid/ink tissue phantom with a \( \mu_2 (\lambda = 786 \text{ nm}) = 0.05 \text{ cm}^{-1} \) and \( \mu'_2 (\lambda = 786 \text{ nm}) = 8 \text{ cm}^{-1} \). Silicon rubber tissue phantoms were used to create solid shapes for two purposes. To avoid problems related to the phenomena of a tissue air interface near our imaging domain, we extended the diffuse media vertically by placing a solid tissue phantom above the compression plate area. When a subject is in the machine, the chest wall plays a similar role. The tissue phantom top used in these experiments had \( \mu_1 (\lambda = 786 \text{ nm}) = 0.067 \text{ cm}^{-1} \) and \( \mu'_1 (\lambda = 786 \text{ nm}) = 13 \text{ cm}^{-1} \). The solid tissue phantoms were also used as imaging targets. The targets were cut from 500 ml homogeneous solid blocks with prescribed optical properties and suspended in Intralipid with thin white thread at prescribed positions.

A final group of indocyanine green (ICG) phantom measurements employed a pair of flow cells. They were cylinders with inside diameter 1.6 cm, inside length 1.6 cm, and wall thickness of 0.05 cm. In general the objects were placed in pairs as depicted in Fig. 2, with positions \( r_{obj1} = \{-2.5, 3, 0\} \) and \( r_{obj2} = \{2.5, 3, 0\} \).

### D. In vivo measurements

**In vivo** measurements evaluated a system performance for obtaining background optical properties of breast tissue, differential imaging in the presence of physiologic fluctuations. All measurements with humans were performed in accordance with University of Pennsylvania IRB protocol, #700394. The tissue averaged optical properties of breast were obtained using frequency domain measurements that predominantly sampled the breast tissue. One healthy subject age 25 was measured. The compressed breast shape was a half ellipsoid measuring 13 cm at the top of the compression plate and extending 10 cm below the top source. A subset of central sources near the four detectors that were more than 2 cm away from the breast/Intralipid boundary were used. The data was analyzed by approximating the breast geometry as a homogeneous slab. We fit the phase and amplitude of the diffuse photon density waves as a function of the source–detector distance (\( \rho \)) using an extrapolated zero boundary, semi-infinite media solution.\(^{38,39}\) The measurement was repeated 10 times.

To evaluate the influence of physiologic fluctuations on image noise, we made differential measurements with and without an ink/silicone target (diameter=1 cm, \( \mu_2 = 0.2 \text{ cm}^{-1} \) tapered externally to the side of the breast. Background measurements were taken after removing the target. The scattered wave was constructed using \( \phi_m = \phi_{target-on} \) and \( \phi_m = \phi_{target-off} \). The measured breast tissue averaged optical properties were assumed for the entire volume. Although this assumption generates a model mismatch in the Intralipid volume, such assumptions have been shown to be useful simplifications in differential imaging applications.\(^{2,16}\)
III. RESULTS

A. Point spread functions

We evaluated the resolution performance of our system using point spread function (PSF) measurements. In these tests we measured the reconstruction size (FWHM) of point-like objects. For any measurement, the extent of the PSF can be reduced. The cost of better resolution however is increased image noise. Our experiments thus also evaluate the resolution-vs-image noise relation. We used small strongly absorbing point-like objects, specifically 0.4 cm diameter spheres with \( \mu_a = 2.0 \text{ cm}^{-1} \) and \( \mu_s = 8 \text{ cm}^{-1} \). These objects have a linear signal strength \( (\delta \mu_a \times \text{volume} = 0.07 \text{ cm}^2) \) which is similar to the linear signal strength of an object with 1 cm\(^3\) volume and a \( \delta \mu_a = 0.07 \text{ cm}^{-1} \). Two such objects were arranged at \( r_1 = \{-2.5,3,0\} \), and \( r_2 = \{2.3,3,0\} \).

Reconstructions were performed for a range of regularization constants, \( \lambda_c = \{1000, 100, 10, 1, 0.1, 0.01, 0.001\} \). Figure 3 depicts a reconstruction with \( \lambda_c = 0.1 \). Plots of object cross-sections and a histogram of the image intensity values for a range of regularization constants (Fig. 4) illustrate the effects of regularization. The cross-sections are evaluated at the FWHM. The dispersion of the image intensities indicate image noise. Generally the histogram is the sum of a symmetrically dispersed distribution of image noise and a secondary distribution at high \( \mu_a \) due to the objects. This can be seen by considering the isosurface [see Fig. 3(a)] drawn at 1/2 maximum contrast.

There is generally a trade off between resolution and image noise. This is summarized in Fig. 5(a) where we plot FWHM-vs-image noise. The regularization constant param-
etrizes the curve. At a preliminary level of analysis the entire curve defines system performance. A viewer may choose to interpret the data at any point on the curve, trading resolution for image noise. However, it is preferable to establish the optimal image. There are several parameter choice methods for establishing the optimal regularization parameter. We considered three approaches.

An empirical approach is to define an image noise level that can be tolerated for a particular imaging question. For instance, \( \langle \delta \mu_a^2 \rangle^{1/2} \leq 0.0024 \) would set the regularization constant at \( \lambda_c = 0.1 \) and correspondingly the FWHM at 1.2 cm.

A parameter choice approach called L-curve analysis provides a method of effectively calculating the regularization constant directly from the measurements. L-curve analysis examines the parametric relation between the image norm, the measurement error norm and the regularization constant. In Eq. (8) the regularization parameter, \( \lambda(r) \), controls the relative weight between the image variance norm and the measurement error norm. L-curve analysis plots these two norms against each other for the range of regularization parameters [see Fig. 5(b)]. The result is an L shaped curve with the knee of the curve representing and optimal regularization value. This analysis places the regularization at \( \lambda_c = 1.0 \).

Third, we considered an approach in which the ratio between the object contrast and the image noise (CNR) is maximized. Contrast is defined as peak \( \delta \mu_a \) of the target and noise is defined as \( \langle \delta \mu_a^2 \rangle^{1/2} \). We plot CNR versus the regularization constant in Fig. 5(c). The CNR peaks at \( \lambda_c = 0.1 \). This corresponds to one decade lower than the L-curve analysis. Since the contrast-to-noise value is a more tangible optimization, we proceed with \( \lambda_c = 0.1 \) as the optimal regularization constant. It appears that L-curve analysis provides an overly-smooth solution for the imaging situation of two isolated point objects in a relatively large imaging domain. When \( \lambda_c = 0.1 \) we obtain a 3D point spread function with FWHM=\{1.1,1.1,1.1\} cm obtained with an image noise of \( \langle \delta \mu_a^2 \rangle^{1/2} = 0.0024 \) cm\(^{-1} \). Since the objects are 0.4 cm in diameter the peak contrast value is considerably lower than the physical target object contrast \( \delta \mu_{a,\text{object}} / \delta \mu_{a,\text{object}} \approx 0.098/2 = 0.049 \). However, the integrated signal \( \text{Sig} = \delta \mu_a \cdot \text{volume} \) is closer to expectation with \( \text{Sig}_{\text{recon}} / \text{Sig}_{\text{object}} = 0.0265/0.0650 = 0.41 \). Since the signal strength does not vary linearly with \( \mu_a \) for large \( \mu_a \), this discrepancy in integrated signal strength is reasonable.

**B. Characterization**

Diffuse optical tomography is an inherently nonlinear imaging method. Although point spread functions are useful, one cannot be certain that a new object will show up as the original convolved with the PSF. It is therefore best to check questions of interest directly. In breast cancer studies one
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**Fig. 4.** (a) Cross-sections for three values of \( \lambda_c \). The resolution is improved for smaller values of \( \lambda_c \). (b) Image dispersion histograms for three values of \( \lambda_c \) show the increase in image variance with decreasing values of \( \lambda_c \).

**Fig. 5.** (a) Image noise vs FWHM of PSF as a function of the regularization constant \( \lambda_c \) for \( \lambda_c = \{1000,100,10,1.0,1.01,0.01,0.001\} \). (b) Image norm vs residual norm. (c) The ratio of (object contrast)/(image noise) as a function of \( \lambda_c \). The optimal regularization constant maximizes the contrast to noise ratio.
aims to use DOT to characterize a suspicious mass. Our goal here is to evaluate whether the volume integrated signal is quantitative for objects smaller than the optimized PSF of the machine. This series of measurements evaluates the characterization of spherical objects with small differential contrast \( \frac{\delta \mu_a}{\mu_a} = 3 \). In particular, we reconstruct objects of three different sizes: 0.5 cm, 1.0 cm and 1.5 cm spheres, with \( \mu_a = 0.2 \). The results are shown in Fig. 6. The variance in the volume integrated signals was estimated using the variance in \( \delta \mu_a \). Note that this method slightly over estimates the variance for objects larger than the PSF. The standard deviation in \( \delta \mu_a \) was 0.0024 cm\(^{-1}\) or 12% of \( \delta \mu_a \) whichever was greater. The image of the 1.5 cm sphere shows an object close to the correct size and with a moderately lower \( \mu_a \) value, \( \frac{\delta \mu_a}{\mu_a} = 0.73 \), \( \frac{\text{Sig}_{\text{recon}}}{\text{Sig}_{\text{object}}} = 0.31/0.27 = 1.16 \). Images of both the 0.5 cm target \( \frac{\delta \mu_a}{\mu_a} = 0.09 \), \( \frac{\text{Sig}_{\text{recon}}}{\text{Sig}_{\text{object}}} = 0.0011/0.009 = 1.16 \) and 1.0 cm target \( \frac{\delta \mu_a}{\mu_a} = 0.23 \), \( \frac{\text{Sig}_{\text{recon}}}{\text{Sig}_{\text{object}}} = 0.083/0.078 = 1.06 \) depict objects larger and with significantly lower \( \mu_a \) than the targets, reflecting a smoothing operation consistent with the optimized PSF. However, the volume integrated signal of the objects show much better agreement with the expected values.

C. Field of view

In this section we evaluate the ability of the system to image an extended tissue volume and to reconstruct a heterogeneous medium with multiple objects. We dispersed 15 cubic silicon tissue phantom objects throughout the measurement volume. The 0.8 cm edge dimension cubes with \( \mu_a = 0.2 \) cm\(^{-1}\), \( \mu_s' = 10 \) cm\(^{-1}\) were arranged in a hexagonal lattice. Single wavelength (\( \lambda = 786 \) nm) measurements were taken with and without the objects present and reconstructions were performed with \( l_c = 0.1 \). The resulting 3D reconstructed volume is depicted in Fig. 7 with isosurfaces at \( \mu_a = 0.092 \) cm\(^{-1}\). The results are also shown in cross-sections at \( y \) depths of 1.5 cm, 3 cm, and 4.5 cm (Fig. 8). Note that the objects are well separated in all three dimensions and that only objects that belong in each plane are present. There is a small amount of ghosting between the slices, but this is consistent with the \( z \)-direction FWHM found in the point spread function. The peak values drop to 75% of the center values for objects on the edges of the reconstruction volume. The resolution is optimal at the central \( xz \) values and improves towards the source and detector plane. However, the spatially variant regularization has provided fairly consistent sensitivity and resolution throughout a volume with dimensions \{16,6,5\} cm.

D. Spectroscopy

The next set of measurements evaluate the ability to characterize the constituent concentrations of a tissue phantom. Two 3.2 cm\(^3\) flow cells were used: one with an ink contrast and the other with an ICG contrast. Reconstructions were performed at all four wavelengths. The absorption maps were then combined into concentration maps on a voxel by voxel basis.
voxel basis using \( \tilde{C}(r_v) = E^{-1} \tilde{\delta \mu}_a(r_v) \). Here \( \tilde{\delta \mu}_a(r_v) = \{ \delta \mu_a(\lambda_{690}), \delta \mu_a(\lambda_{750}), \delta \mu_a(\lambda_{786}), \delta \mu_a(\lambda_{830}) \} \) is a vector containing the \( \delta \mu_a \) values at \( r_v \) for each wavelength, \( E \) is a matrix containing the extinction coefficients of ink and indocyanine green at the four wavelengths, and \( \tilde{C}(r_v) = \{[ICG](r_v),[Ink](r_v)\} \) is a vector containing the concentrations at each voxel. The \( \delta \mu_a \) and concentration images are shown in Fig. 9. Note that both objects appear in all four of the absorption images. However, the concentration images successfully distinguish between the india ink and the indocyanine green dye. The lower CNR in the ink image relative to the ICG image is due to the lower \( \delta \mu_a \) of the ink target and results in a small artifact in the ink image at 60% of the maximum differential contrast. These results, combined with the object characterization results, suggest that even for tumors smaller than the resolution of our machine (diameter 0.5 cm), this DOT system will correctly determine the tissue chromophore concentrations when averaged over the volume of the PSF (e.g., the volume integrated values are correct). We anticipate similar spectral decomposition performance in obtaining ICG concentrations and hemoglobin concentrations in clinical imaging situations.

E. In vivo average breast properties

Transillumination images of a breast are shown in Fig. 10. The outline of the breast can be seen as well as superficial blood vessel structures on the detection plane. The breast position is obtained from these images. The average breast tissue properties are derived from the FD data at four wavelengths. The data was analyzed with a semi-infinite diffusion model.\(^3^9\) The data and semi-infinite fits for a 25 year old subject are shown in Fig. 11. The variance in the measurements is less than the symbol size. The subset of source–detector pairs chosen sample a \( \sim 3 \text{ cm} \times 5 \text{ cm} \) region, central to the breast area shown in Fig. 10, to a depth of \( \sim 1.5 \text{ cm} \). We find good agreement with the semi-infinite model for the range of source–detector separations chosen. The absorption
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**Fig. 8.** Slices at three y values {1.5, 3, 4.5} through the 15 object reconstruction shown in Fig. 7.

**Fig. 9.** (a)–(d) Absorption slice images at \( y = 3 \text{ cm} \) for four wavelengths (gray scale bar in units of \( \text{cm}^{-1} \)). (e), (f) Using spectral decomposition, the reconstructed concentrations of ICG and of India ink are obtained.
and scattering coefficients obtained are plotted in Fig. 12. The error bars represent the standard deviation of the absorption and scattering coefficients from ten measurements. The hemoglobin concentrations were obtained through spectral decomposition assuming a 50/50 lipid/water concentration where the lipid spectra is from Ref. 40 and the water spectra is from Ref. 41. The resulting blood volume $[\text{HbT}] = 28 \mu \text{M}$, and saturation, $\text{StO}_2 = 63\%$, are consistent with values we have obtained using a scanning transmission RF machine.\cite{31} Our numbers are also in reasonable agreement with the results of other groups using a variety of measurement types and geometries.\cite{3,5,29}

The differential image experiments were reconstructed and yield the images shown in Fig. 13. The system is clearly capable of imaging tumor-like targets in the presence of physiologic fluctuations. The image has more structure than the Intralipid phantom images of equivalent targets (Fig. 3). This structure is most probably a result of physiologic fluctuations that propagate into the image as noise. We compare the dispersion of the voxel values for phantom and in vivo imaging in Fig. 14. The image variance in the in vivo measurements is 4.3 times larger than for Intralipid. This illustrates two points about the machine. First, the measurements obtained with the lens coupled CCD have sufficient SNR (i.e., instrument noise is not the leading cause of image noise for an in vivo measurement). Second, even in the presence of physiologic fluctuations on the time scale of minutes, we can produce images with large contrast-to-noise ratios.

### IV. DISCUSSION

Diffuse optical tomography utilizes inherently 3D measurements of tissue volumes. In order for the technique to progress towards clinical utility it is important to develop instruments that provide full 3D imaging of the entire breast tissue volume. Furthermore, in such cases it becomes challenging to acquire and process a sufficiently large data set. In this paper we evaluated a novel hybrid CCD based DOT system with parallel computations for image reconstruction. This scheme provides imaging of liter tissue volumes with 0.5 cm voxel size and 1 cm resolution. Generally, when DOT systems use CCD detection, CCD elements are coupled to tissue surfaces using discrete fibers. We have demonstrated DOT performance using single lens coupling. This scheme has several advantages. Uncertainty in the calibration of the detectors coupling can often degrade image quality.\cite{42} These coupling coefficients can be obtained at the cost of increasing the number of unknowns in the image reconstruction process. By using a single detection element and contact surface (imaging window) the number of calibration coefficients are significantly reduced (ideally to one detector coefficient). This is evident in the fact that the dominating systematic noise source in our device is the source fiber switching mechanism. The high resolution of the underlying CCD mea-
measurement also facilitates two standard and relevant CCD features. The pixel binning is flexible allowing for an effortless exchange of detector area for sampling density, and the high resolution imaging permits a standard reflectance image of the breast from which the breast shape and particular boundary positions can be obtained. This knowledge can potentially be translated into a priori information for image reconstruction.

A second theme of this paper has been the characterization of our DOT device. To this end we employed an evaluation procedure that should have general relevance to DOT systems. Using tissue phantoms, we have evaluated the system for point spread function resolution, object characterization, multiple object tomography, field of view and spectral decomposition. A critical component of the evaluation procedure was the optimization of the relation between image noise and resolution for system parameters relevant to breast tumor imaging. Though the underlying physical models for DOT are nonlinear, we found that PSF derived generally describes the performance of the machine. This illustrates the manner in which DOT is ill-posed when constrained to absorption only perturbations. For absorption imaging, the ill-posed nature of DOT consists of a blurring process that can be conceptually and quantitatively captured in a simple localized point spread function characterization for most breast imaging situations. Related analytic studies by Schotland et al.25 For comparison with other groups we consider the ratio of the apparent object size (related to the FWHM of a PSF) divided by the depth of the object. We use this as an approximate measure of imaging performance with smaller ratios indicating better resolution. The system described in this paper obtains an object to depth ratio of 1/2.8. Jiang et al. have reconstructed three-dimensional images of tissue phantoms and tumors in breast.4,19 Using a 16 source, 16 detector continuous wave instrument, 1.0 cm phantom objects were accurately reconstructed at a depth of 1.3 cm from the measurement surface giving an object to depth ratio of <1/1.4. The ratio may underestimate the resolution performance of their machine (i.e., they did not look at smaller objects). In addition, they have obtained a similar performance with in vivo images of tumors.4 Pogue et al. have reported a considerable amount of work in two dimensions and recently explored the effects of three dimensions.3,28,43,44 Using a 16 source, 16 detector frequency domain system 0.4 cm rods were correctly characterized at a depth of 2 cm (with an object contrast of 4:1). The resulting ratio of object to depth, 1/5, is very good. Note, these results are for cylinders which have higher integrated contrasts than spheres. When they look at spherical objects, the object contrast drops for sizes below 1.5 cm.28 Hawrysz et al. have reconstructed three-
dimensional fluorescent objects with an error handling scheme using a 4 source, 46 detector system. With this system, 1 cm objects were reconstructed at a depth of 2 cm giving an object to depth ratio of $<1/2$. Hebden et al. have used a 32 source, 32 detector time resolved system to reconstruct fairly low contrast objects and separate both absorption and scattering contrasts in a conical breast imaging geometry. This is a particularly difficult imaging task. Here they find 1 cm objects reconstructed to twice the actual size (8 times larger volume) at a depth of 2.1 cm, resulting in an object to depth ratio of 1. Ueda et al. also use a 32 source 32 detector time resolved system to image 1 cm$^3$ objects. With objects at depths 1.0 cm, 3.0 cm, and 1.5 cm the system obtains FWHM values of 1.38, 2.03 and 2.35 cm. The resulting object/depth ratios were 1/0.72, 1/1.48 and 1/0.74, respectively. The different contrasts, data types and prior constraints concerning the absorption and scattering of objects, complicate comparisons across these different groups. We note though, that time–domain systems, perhaps due to system complexity, generally produce higher object/depth ratios than the cw and frequency–domain systems. Since time–domain systems inherently have more complete information, we anticipate time–domain performance to improve as systems become better optimized.

Finally in vivo studies of healthy subjects with our system evaluated repeatability of average tissue optical properties and differential imaging performance. These breast/phantom measurements extend the simple intralipid/phantom imaging tests to a considerably more challenging situation. The background is no longer homogeneous but instead is healthy breast tissue with both spatial and temporal variations in optical properties. It is critical to establish influence of the effects of normal fluctuations due to heart, respiration and slower fluctuations do not subject positions, temperature, etc. on image reconstruction. As it was not possible to place test imaging targets inside the breast we placed them on the breast surface. To maintain a reasonable DOT imaging challenge the objects were located in the center of the tank away from both the source and detector walls. Significantly the physiologic fluctuations, while degrading the image quality by a measurable amount, did not corrupt the general localizing capabilities. A small artifact is seen towards the source plane though the volume integrated signal is 1/10 that of the target. It is possible that recent methods for optode calibration may reduce this type of superficial artifact near the optode plates. These experiments establish that the fluctuations that occur over a 6 minute measurement time increase the spatial variance or noise in DOT reconstructions by a factor of 4.3 over the spatial variance found in intralipid phantom measurements. However, targets with reasonable optical properties were still imaged. In addition these results suggest that the measurement noise has been sufficiently reduced and is not a limiting factor in the image reconstruction process for differential measurements. Based on these comprehensive evaluation studies we anticipate this system and systems of similar design will provide clinically useful quantitative 3D images of breast.
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