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Abstract. This paper reviews selected recent research on the atomistic simulation of dislocation and defect
properties of materials relevant to the multiscale modeling of plasticity and strength, with special emphasis on bcc
metals and including work at extreme conditions. Current topics discussed include elasticity and ideal strength,
dislocation structure and mobility, grain boundaries, point defects, and rapid resolidification, as well as noteworthy
examples of research that directly impacts the issue of linking of length and/or time scales, as required in multiscale
materials modeling. The work reviewed has been inspired by the recent international Workshop on Multiscale
Modeling of Materials Strength and Failure held in October 2001 at Bodega Bay, California.
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1. Introduction

The predictive multiscale materials modeling of mechanical properties such as crystal plas-
ticity and strength requires an in depth understanding and elaboration of fundamental defect
and deformation processes at the atomic length scale as essential input into 3D microscale
dislocation-dynamics [1] and other higher-length-scale simulations [2]. This demands the
accurate atomistic modeling of the structure, motion and interaction of relevant point and ex-
tended defects, including vacancies, self-interstitials, impurities, dislocations and grain bound-
aries, as well as the accurate modeling of the relevant aspects of elasticity, including elastic
moduli and the limits of elastic stability. To accomplish this task, we not only need to under-
stand the underlying qualitative mechanisms that control plastic deformation, but we also need
to be able to determine the quantitative parameters that will allow a predictive description
of plasticity and strength properties in real materials under various conditions. The latter is
particularly important in regimes where experimental data is scarce or nonexistent such as
under the extreme conditions of pressure, temperature, strain and strain rate of interest to
many modern applications, including the current Department-of-Energy (DOE) programs at
the U.S. national laboratories.

Historically, the mechanical properties of materials have been classified and studied by
crystal-structure type. In elemental materials, fcc, hcp and bcc metals, as well as diamond-
cubic semiconductors, have all received significant attention in this regard and have become
prototypes for different general types of mechanical behavior. In the context of current DOE
programs such as ASCI (Accelerated Strategic Computing Initiative) [3], there has been spe-
cial emphasis placed on understanding dislocation behavior and plastic deformation in bcc
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transition metals, and this has helped to generate renewed research interest in these sys-
tems. Despite much improvement over the years in the description of interatomic interactions,
general modeling methodologies and computer performance, much remains unknown at the
atomistic level about the fundamental mechanisms and quantitative parameters of dislocation
motion in these materials. The numerous papers published on this subject beginning in the
1960s, especially the classic ones by Vitek and Duesbery [4, 5], have identified many of
the peculiar and distinguishing characteristics of dislocation behavior in bcc metals and have
laid the groundwork for current investigations. Moreover, as has been observed by Duesbery,
Vitek and others, bcc metals provide as much if not more insight into generic issues in crystal
plasticity than do fcc metals and continue to be the de facto test bed for fundamental research.
Consequently, a great deal of the discussion below centers on current research issues in bcc
metals.

Whether studying bcc metals or any other class of materials, an important general con-
sideration is the identification and separation of pure generic behavior representative of the
materials class as a whole from materials-specific behavior representative of chemical dif-
ferences or environmental factors such as high pressure. The historical perspective has been
to assume that dislocation and grain-boundary behavior is highly generic for a given crystal
class such as bcc. Evidence from recent quantum-based simulations and experimental meas-
urements on bcc metals, however, suggests that this is not always the case, at least for some
properties. In particular, the simulated core structure of screw dislocations [5–16] and the
simulated and measured atomic structure of grain boundaries [17–23] have shown definite
evidence of materials-specific behavior. This points to the importance of chemical bonding, in
addition to crystal symmetry, in elaborating defect and deformation behavior. In bcc metals,
chemical bonding ranges from non-directional, nearly-free-electron sp bonding in the alkali
metals (e.g., Na, K) to directional d-electron bonding in transition metals (e.g., Ta, Mo, Fe).
The latter also depends strongly on d-electron occupation, which varies considerably from
nonmagnetic group-VB (e.g., Ta) and group-VIB (e.g., Mo) elements to magnetic group-VIII
elements (i.e., Fe). One cannot automatically assume that behavior found for one material
under very specific conditions is representative of the whole class under the same or more
general conditions.

Large-scale computer simulation is at the heart of modern atomistic modeling and both the
possibilities and the limitations of what can be accomplished in studying defect and deform-
ation processes at the atomic scale is controlled by the specific computational methodologies
available and the extent to which the simulations can be validated experimentally. Typic-
ally, an atomistic simulation is performed on a specified finite collection of atoms contained
within a chosen computational cell of variable shape and size to which specific boundary
conditions and other constraints such as temperature, stress and strain rate are applied. Both
molecular statics (MS) techniques, which seek to minimize the total energy of the system
at zero-temperature, and finite-temperature molecular dynamics (MD) techniques are widely
used. For defect and deformation simulations, realistic boundary conditions represent a cru-
cial ingredient to obtain meaningful results. For point defects and grain boundaries, some
combination of fixed boundary conditions (FBC), where the exterior atoms are frozen at their
bulk lattice positions, and periodic boundary conditions (PBC), where atomic positions are
periodically replicated, are usually used. The latter often allow smaller simulation cells to be
used and are prevalent in methods where cell size is an issue.

The atomistic simulation of individual dislocations requires special treatment due to the
long-ranged (∼ 1/r) elastic field associated with them. Historically, FBC have been most
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often used in such dislocation simulations, where distant atomic positions are established
by the conditions of linear anisotropic elasticity. This requires very large simulation cells
in practice, but this method is always problematic with respect to force build-up between
fixed and relaxed atomic regions. An elegant and practical solution to the latter problem is
to use so-called flexible boundary conditions. Rao et al. [24, 25] have recently developed
an advanced Green’s-function version of such conditions for both 2D and 3D dislocation
simulations, denoted as Green’s function boundary conditions (GFBC). In this method, a
buffer layer is introduced between the fixed outer and inner relaxed atomistic regions of the
simulation cell, allowing one to dynamically update the boundary conditions of the simulation,
while dramatically reducing the size of the atomistic region. Periodic boundary conditions
have also been used to treat two identical dislocations arranged in the form of a dipole (and
also four identical dislocations arranged as a quadrupole). Here the distant 1/r monopole
field is cancelled exactly, but a special problem arises due to the image effects associated with
remaining long-ranged elastic interactions. This issue has been dealt with recently by Cai et al.
[26] by the introduction of a method to calculate the anisotropic elastic energy of a dislocation
dipole in a periodic cell, in which the infinite image summation is absolutely convergent. The
method entails evaluating the reversible work to create an array of dislocation dipoles and
allows the core energy of a dislocation to be extracted from an atomistic simulation in a
manner that is manifestly system-size invariant. Additionally, they find that the energy barrier
produced by the periodic boundary conditions can be effectively eliminated by the selection
of an optimum aspect ratio of the simulation cell, a practical result that apparently has not
been previously appreciated.

The second important ingredient needed in atomistic simulations is a set of interatomic
forces that move the atoms and reflect the quantum-mechanical chemical bonding. These
forces are most often obtained from corresponding interatomic potentials, which in turn have
been developed to differing degrees of sophistication. In metals, empirical radial-force poten-
tials of either the embedded-atom (EAM) type [27] or the Finnis-Sinclair (FS) type [28] are
the forms most often used in large-scale MD simulations. While these potentials are attractive
for their computational efficiency and convenience, they do not explicitly model the direc-
tional bonding in central transition metals. For such metals with partially-filled d-electron
bands, however, quantum mechanics gives rise to non-radial forces and explicit angular-
force contributions to the interatomic potentials [29–31]. In recent years, quantum-based
interatomic potentials for transition metals that contain explicit angular-force contributions
have been developed from tight-binding theory [31–33] as well as from first-principles gener-
alized pseudopotential theory (GPT) [29], which is based on fundamental density functional
theory (DFT) [34]. The former include Pettifor’s bond-order potentials (BOPs) [31, 35, 36],
while the latter include Moriarty’s model-GPT or MGPT potentials [37–39]. Both MGPT
and BOP potentials for bcc transition metals are now in a rather advanced development
stage and are being actively applied to dislocations and other defect calculations. In addi-
tion, there have been several recent attempts to apply ab initio all-electron or pseudopotential
DFT electronic-structure techniques directly to calculate point-defect energies [12, 40], grain-
boundary atomic structure [21], and dislocation core structures and Peierls stress [10, 11, 16,
41]. These methods usually require very small computational cells and are subject to the same
concerns about boundary conditions and other factors as are the atomistic simulations.
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Figure 1. Comparison of calculated MGPT high-pressure elastic moduli in bcc Ta with recent measurements in
the diamond-anvil cell (DAC) by the SAX technique to 105 GPa [44] and with ultrasonic data at ambient pressure
[42].

2. Current research developments

In this section, we discuss selected recent and current research developments in the areas
of elasticity and ideal strength, dislocation structure and mobility, grain boundaries, point
defects, and rapid resolidification.

2.1. ELASTICITY AND IDEAL STRENGTH

The single-crystal elastic moduli of a solid are fundamental quantities that are essential to de-
scribing its mechanical behavior and often serve as basic constraints on interatomic potentials
used in the atomistic simulation of dislocations and other defects. In addition, polycrystalline
averages of these moduli performed as a function of pressure and temperature are frequently
used to scale constitutive models of strength to extreme conditions, as discussed in Section 3.5.
At ambient pressure, values of the single-crystal elastic moduli and their first pressure de-
rivatives are well established in most bcc transition metals and other elemental materials
through standard ultrasonic measurements (e.g., [42]). The best ab initio DFT electronic-
structure methods can calculate these moduli to an accuracy of about 10% or better, and at
high pressure, where experimental data are scarce, accurate all-electron DFT calculations are
especially useful in this regard.

In the case of Ta, pressure-dependent elastic moduli Cij (P ) have been so determined to
1000 GPa [43] and recently used to develop corresponding MGPT potentials [12, 39]. The
calculated Ta shear moduli C44 and C ′ = (C11 − C12)/2 display rather smooth monotonic
increases with pressure over this range, although interestingly, the corresponding anisotropy
ratio, A = C44/C ′, displays a distinctive minimum near 150 GPa [39]. In Fig. 1, the in-
dividual calculated moduli, as obtained with the Ta MGPT potentials, are compared with
recent diamond-anvil-cell measurements [44] to 105 GPa, as obtained with the so-called SAX
technique described below in Section 4.1. The temperature dependence of elastic moduli is
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Figure 2. Variation of virial stress at constant strain from MD simulations of SiC (3C) under hydrostatic tension
at 300 K in perfect-crystal, amorphous, and nanocrystalline phases.

similarly important in the context of mechanical properties, and there has also been recent
theoretical work aimed at treating the high-temperature thermoelastic properties of bcc and
other metals by including additional ion-thermal and electron-thermal contributions to the
moduli [45–47].

More generally, the theoretical basis for describing the mechanical stability of a crystal
lattice lies in the formulation of elastic stability conditions that specify the critical level of
external stress that the system can withstand. Lattice stability is not only one of the most
central issues in elasticity, it is also fundamental in any analysis of structural transitions in
solids, such as polymorphism, amorphization, fracture, or melting. Born was the first to derive
a set of conditions on the equilibrium elastic constants of the crystal that must be satisfied to
maintain structural stability [48]. This has led to the determination of ideal strength of crystals
as an instability phenomenon [49–51]. The extension of such elastic stability criteria to finite
stress has been considered by a number of workers [e.g., 52–54] and is most simply expressed
through the elastic stiffness tensor

Bijkl = Cijkl + �ijkl , (1)

where Cijkl is the elastic-constant tensor and the tensor �ijkl depends only on the applied
stress component τij . The usual conditions of elastic instability at zero stress, expressed by
the vanishing of the lowest eigenvalue of Cijkl , are then replaced at finite stress by similar
conditions in terms of the Bijkl . Under hydrostatic pressure P in cubic crystals, corresponding
to a uniform expansion or compression of the lattice, the Bijkl are readily interpreted as the
pressure-dependent elastic moduli Cij (P ) of the expanded or compressed solid, as discussed
above.
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The connection between stability criteria and theoretical strength is also straightforward.
One can imagine the lattice being subjected to an increasing tensile or shear stress and evalu-
ating the stiffness coefficients Bijkl until a point of instability is reached. The critical stress at
that point is then a measure of the theoretical strength of the solid. The validity of the stability
criteria can be quite simply demonstrated by a direct MD simulation of the stress-strain re-
sponse for a prescribed mode of deformation, as shown in Fig. 2 for samples of β-SiC under
constant hydrostatic strain with periodic boundary conditions. At every step of the imposed
strain, the system is relaxed via MD and the virial stress evaluated. The single-crystal sample
shows the expected linear elastic response at small strain up to about 0.03; thereafter the
response is nonlinear but still elastic up to the critical strain of 0.155 and corresponding stress
of 38 GPa. This value of the critical strain is in agreement with what one obtains from the
condition of C11 +2C12 +P = 0, with P being the critical stress. After the onset of instability
one finds by inspection of the resulting atomic configurations that the lattice has failed by
the nucleation of a nanocrack; this result could not have been predicted on the basis of the
stability criteria. The response curves for the nanocrystalline and amorphous samples show
characteristically different features, a marked reduction of strength, by a factor of about 2, and
the absence of a sharp transition when the systems start to yield. This contrast is noteworthy
in demonstrating in a simple manner the effects of defect microstructure on strength. Thus the
perfect crystal response is ideal in that no defects of any kind are present in the initial state;
the system exhibits maximum (theoretical) or upper limit to strength. It also should be clear
that different stability criteria will lead to different determinations (and therefore definitions)
of strength. An extension of elastic instability is vibrational instability as measured by soft
phonon modes which can occur away from the Brillouin zone center for certain lattices and
modes of deformation [55].

In the case of bcc metals, there have been a number of recent studies of ideal shear strength
τc at ambient as well as extreme conditions of pressure using both DFT electronic-structure
methods and quantum-based interatomic potentials [8, 12, 43, 56–58]. These studies have
shed light on correlations of the ideal strength with the corresponding shear modulus G, with
deformation geometry, and with pressure. For 〈111〉 loading, τc generally scales linearly with
G111 = (2C ′ + C44)/3 and does not seem to be sensitive to either the particular shear plane
chosen or to atomic relaxation effects. In the case of Ta, the high-pressure ideal shear strength
has been calculated to 1000 GPa, with all-electron DFT and quantum-based MGPT results
in good agreement. This provides a useful validation test on the MGPT potentials for large
deformations. In addition, with the MGPT Ta results it is found that to a good approximation
the scaling relation τc(P ) = 0.12G111(P ) holds over the entire 0–1000 GPa pressure range.

2.2. DISLOCATION STRUCTURE AND MOBILITY

The low-temperature and high-strain-rate plasticity of bcc metals is largely controlled by
the intrinsic core properties of a/2〈111〉 screw dislocations. Unlike the highly mobile edge
dislocations in these metals, the motion of the screw dislocations is severely restricted by
the non-planar atomic structure of its core, resulting in low mobility, thermal-activated kink
mechanisms, and a temperature-dependent yield stress.



105

Figure 3. Differential displacement map of the equilibrium core structure of the a/2〈111〉 screw dislocation in bcc
Mo calculated with a FS potential and FBC [59]. This result is representative of a three-fold-spread, degenerate
core structure in bcc metals.

2.2.1. Ground-state core structure and energy
The stable ground-state core configuration of the a/2〈111〉 screw dislocation is centered
among three 〈111〉 atomic rows forming a triangular prism. Around these three rows the near-
neighbor atoms are positioned on a helix that winds up in a clockwise or counter-clockwise
manner, depending on the location of the elastic center and the sign of the Burgers vector
b. In general, the ground-state core can exhibit a three-fold directional spreading, of variable
magnitude, along three 〈112〉 directions on three {110} planes of the 〈111〉 zone. This can
happen in two geometrically distinct but energetically equivalent ways, resulting in a doubly
degenerate core structure with the two possible core configurations related by the 〈110〉 diad.
Under the right circumstances, however, the spreading may vanish and the two configura-
tions become identical, yielding a single isotropic and non-degenerate core structure with a
higher, but still three-fold, symmetry. The fact that different core structures are thus possible
in bcc metals has made its prediction an interesting materials-specific point of comparison
among the various computational methods, where the result obtained can depend sensitively
on interatomic forces, boundary conditions, and external environment. Examples of calcu-
lated three-fold-spread [59] and isotropic [14, 15] equilibrium core structures are displayed in
Figs. 3 and 4, respectively, using the standard differential-displacement scheme of Vitek [4].
In this scheme, the 〈111〉 screw components of the relative displacement of neighboring atoms
due to the dislocation is represented by an arrow between the two atoms. Corresponding maps
can also be constructed for the perpendicular edge components of the dislocation as well, but
these are much smaller in magnitude [5, 11, 12].

Early model studies of core structure using empirical pair potentials and FBC [4, 60]
yielded three-fold-spread, degenerate structures, and for many years this was widely assumed
to be the generic result for bcc metals. Subsequent calculations with quantum-based potentials
confirmed this picture, first in K using a first-principles pseudopotential-derived pair potential
and FBC [6, 7, 61] and then in Mo using early (1994) MGPT many-body potentials with FBC
[8] and later with GFBC [9]. In 1998 Duesbery and Vitek [5] reported the first systematic study
of the equilibrium core structure in the group-VB and -VIB bcc transition metals based on em-
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Figure 4. Differential displacement map of the equilibrium core structure of the a/2〈111〉 screw dislocation in Mo
from BOP atomistic calculations with FBC [14, 15]. This result is representative of an isotropic, non-degenerate
core structure in bcc metals.

pirical FS potentials and FBC. They too obtained three-fold-spread, degenerate structures for
the group-VIB metals (Cr, Mo, W), but in contrast, they predicted isotropic, non-degenerate
structures for the group-VB elements (V, Nb, Ta). The same compact isotropic core structure
for both Ta and Mo was also obtained by Ismail-Beigi and Arias [10] in the first direct DFT
dislocation calculation on bcc metals. In the latter approach, a quadrupolar arrangement of
four dislocation cores in a small computational cell containing only 90 atoms with PBC was
considered. Recently, Woodward and Rao [11] have confirmed these latter results using an
adaptation of the GFBC method to DFT electronic-structure calculations, as have Sadigh et al.
[16] in Mo using DFT calculations with improved PBC. In addition, such calculations provide
some additional insight on the nature of chemical bonding in the dislocation cores through
detailed elaboration of the electron density, as illustrated for Mo in Fig. 5. At the same time,
recent atomistic simulations in Ta and Mo with new optimized MGPT potentials and GFBC
[12, 13] and in Mo with new screened BOP potentials and FBC [14, 15] also support an
isotropic equilibrium core structure in these metals.

Equally revealing is the volume or pressure dependence of the core structure, which has
now been explored in the cases of Ta and Mo via MGPT simulations [12, 13]. This dependence
is usefully quantified by the so-called polarization p of the degenerate core, which measures
the simultaneous translation of the three central atoms nearest to the core center. This trans-
lation is parallel to the dislocation line but in the opposite sense for the two different core
orientations (commonly denoted as positive p and negative n). When p vanishes, the two
core configurations coincide and an isotropic core structure is obtained. At p = ±b/6, on
the other hand, a fully polarized core is obtained with maximum three-fold spreading along
〈112〉 directions. In Fig. 6, the calculated magnitude of the core polarization in Ta is plotted
as a function of volume and hydrostatic pressure. Near equilibrium and at expanded volumes
(i.e., negative pressure), the polarization becomes negligibly small (< 0.01b/6) and is zero
within the numerical precision of the calculations, thus corresponding to an isotropic core.
Under compression, however, the polarization grows rapidly, so that at high-pressure the core
assumes a clear three-fold-spread structure. A similar result has now also been obtained in the
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Figure 5. Isosurface electron-density plot of the region near the dislocation core in bcc Mo obtained from an ab
initio DFT calculation with flexible GFBC [11]. The inset shows a cross-section of the electron density in a {110}
plane adjacent to the dislocation core.

case of Mo [13]. In addition, these results clearly show that the transition from a spread to an
isotropic core is a continuous one and definitely not akin to a first-order phase transition.

Significant effort has also been spent on computing core energies. While this can provide
useful estimates of the core size and other internal checks [8, 12], in most situations of prac-
tical importance, the core contribution to dislocation interaction energetics is considerably
smaller than the corresponding elastic-energy contribution. This ratio, however, may change
significantly when it comes to the energetics of dense dislocation groups. In particular, values
of the core energy become more significant when compared among dislocations of different
character. Cai [62] has recently found, similar to an earlier result obtained for dislocations in
Si, that the core energy as a function of dislocation character shows behavior fundamentally
similar to the dependence of the grain boundary energy on the misorientation angles. In par-



108

Figure 6. Volume and hydrostatic pressure dependence of the a/2〈111〉 screw dislocation core polarization in bcc
Ta, as calculated with MGPT interatomic potentials and flexible GFBC (solid points) [13]. Near equilibrium (�eq)
and at expanded volumes the core polarization is less than 0.01b/6 consistent with an isotropic, non-degenerate
core.

ticular, for a/2〈111〉 dislocations in {110} planes of bcc Mo (as modeled by a FS potential),
cusp-like features are observed on the core energy-versus character-angle curve. Specifically,
a cusp is clearly seen centered on the special 71◦ orientation (denoted as the M111 dislocation
by Yamaguchi and Vitek [63]). Although by itself the depth of this cusp is small and prob-
ably too insignificant to define any observable feature in the dislocation microstructure, the
very appearance of a cusp may signal something important about the dislocation mobility, as
discussed below. As will also be explained below, such a connection between core energies
and mobilities is not accidental but reflects a common origin of the two parameters. This
connection also calls for more calculations of the core energies as a function of the generalized
dislocation character discussed in Section 2.2.4.

2.2.2. Kink-pair formation and migration
At finite temperature, the motion of the screw dislocations in the bcc lattice normally occurs
by the thermally assisted formation and migration of kink pairs. For low-stress conditions,
the individual kinks in a kink pair are well separated and weakly interacting, so kink-pair
formation can be studied by just looking at isolated kink formation. In this limit, the nature
and atomic structure of the possible kinks is closely related to the unstressed dislocation core.
At any polarization p, the doubly-degenerate core structure results in different possible kinks
and kink-pair configurations involving p and n segments that can be formed. In addition, p

and n segments can co-exist on the same dislocation line in the form of a so-called anti-phase
defect (APD). In general, two different anti-phase defects on the dislocation line (np and pn)
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and six distinct and non-degenerate kinks are geometrically possible [64]. Only kinks formed
on {110} planes are normally modeled in bcc metals, as kinks formed on other planes such as
{211} have significantly larger kink heights and formation energies and are usually found to
be unstable in atomistic simulations [65]. Duesbery has further shown in Mo that kink pairs
formed on {211} planes spontaneously disintegrate into kink pairs on {110} planes [66]. This
is in sharp contrast to the strong claims made by Seeger et al., based on detailed flow stress
measurements with high-purity single crystals, that screw dislocation motion in Mo should
take place via kink formation on {211} planes [67]. This discrepancy needs to be resolved and
would warrant appropriate atomistic study of kink formation under stress in Mo as well as a
more fundamental analysis of the Seeger et al. data.

In the case of Ta, the atomic structures and formation energies of the possible APDs,
isolated kinks, and kink pairs in Ta have been calculated and elaborated in detail using optim-
ized MGPT potentials and GFBC [12]. The lowest energy kink pair that can be formed from
isolated left and right kinks without a pre-existing APD has a formation energy of 0.96 eV.
This value is in close agreement with the empirical zero-stress activation enthalpy of 1.02 eV
currently used in microscale dislocation-dynamics simulations to model the temperature-
dependent yield stress and plastic flow in bcc Ta [68]. For this kink pair, the related issue
of kink migration, which is limited by the secondary Peierls stresses needed to move the left-
and right-hand kinks, has also been investigated. These secondary stresses are calculated to
be 1–2 orders of magnitude smaller than the corresponding Peierls stress for the rigid screw
dislocation itself (see below), so both kinks are expected to be mobile. Consequently, the
dislocation velocity at low stress should be controlled by kink-pair formation rather than kink
migration.

At smaller finite separation, the left and right kinks will elastically attract each other,
requiring an applied shear stress to maintain the separation. For low levels of stress, the
activation enthalpy for the balanced kink pair can be calculated directly in terms of the total
formation energy of the kink pair under the applied stress, which can be obtained from direct
MS simulations. At higher levels of stress, however, special methods must be applied that al-
low the dislocation line itself to move and begin to climb the Peierls barrier in a self-consistent
manner [69]. In the case of Ta with MGPT potentials and GFBC, the stress-dependent activ-
ation enthalpy has been so calculated at both ambient and extreme conditions of pressure
[12, 13, 69]. These results have been used in turn to model dislocation mobility for use in
dislocation-dynamics simulations, as discussed in Section 3.2.1.

Another interesting development in this area is the Edagawa et al. continuum model of
kink pairs under stress [70]. Similar to the classic Peierls-Nabarro model, it replaces a fully
atomistic description with a much less detailed continuum framework that incorporates limited
atomistic data in the form of a misfit potential. However, the nature of this potential reflects
the bcc lattice geometry much better that the Peierls-Nabarro model that implies an fcc-like
confinement of screw dislocations to the glide planes. Edagawa’s model provides a basis for
development of an accurate theory of kinks on screw dislocations in bcc metals that can
meaningfully utilize accurate ab initio DFT energetics. It appears possible to develop such
an approach within the computational limitations of DFT.

2.2.3. Peierls stress
To complete the double-kink mobility model in bcc metals, one must also consider the high-
stress, low-temperature limit. A very fundamental issue in this regard is the magnitude and
orientation dependence of the lattice-friction or Peierls stress to move the rigid straight screw
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Figure 7. Critical resolved shear stress (CRSS) and its orientation dependence in Mo, as calculated with BOP [14,
15] and FS [59] potentials, using FBC, and with MGPT (1994) potentials [9], new MGPT potentials [13], and an
ab initio DFT method [11], all using flexible GFBC.

dislocation at zero temperature. The Peierls stress controls the yield stress of the material at
low temperatures, and in particular, is responsible for the well known observed deviations
from ideal Schmid-law slip behavior that are characteristic of bcc metals [5, 59, 72–75]. In
these metals, slip predominantly takes place in {110} or {112} planes at low temperatures. In a
bcc crystal along a given 〈111〉 direction, there are three {110} planes and three {112} planes,
mutually intersecting every 30◦. Unique values of the critical resolved shear stress (CRSS)
to initiate dislocation motion can exist on different maximum resolved shear-stress (MRSS)
planes ranging in orientation from χ = −30◦ (twinning orientation on {211}) to χ = +30◦
(anti-twinning orientation on {211}), with χ being the angle measured from a given {110}
slip plane. If the dominant slip plane is {110}, as in the case of Mo, the Schmid law implies
that the CRSS should vary as 1/ cos(χ), whereas if the dominant slip plane is {112}, as is the
case in Ta, then one expects the CRSS to vary as 1/ cos(χ + 30◦) [59]. Deviations from these
expectations are said to represent non-Schmid behavior.

The Peierls stress and its orientation dependence under a pure shear stress applied in the
〈111〉 direction have been investigated through atomistic modeling by a number of workers in
both Mo and Ta. Recent results of such calculations in Mo that employed a central-force FS
potential with FBC [59], new many-body screened BOPs with FBC [14, 15], both 1994 [9] and
new [13] many-body MGPT potentials with GFBC, and a DFT electronic-structure method
[11, 41] also with GFBC are summarized in Fig. 7. Although there are clear quantitative
differences, the calculated dependence of the CRSS on the angle χ is qualitatively similar in
all five calculations with a substantial twining–anti-twinning asymmetry in each case that is
characteristic of non-Schmid behavior. For χ < 0, when the nearest {211} plane is sheared in
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Figure 8. Critical resolved shear stress (CRSS) and its orientation dependence in Ta, as calculated with a FS
potential [59], using FBC, and with MGPT potentials [12] and an ab initio DFT method [11], both using flexible
GFBC.

the twinning sense, the CRSS tends to be rather constant, while it increases more rapidly for
χ > 0, when the nearest {211} plane is sheared in the anti-twinning sense. Furthermore, in
the cases studied, the dislocation is found to glide along the most highly stressed {110} plane
for any value of χ . This suggests that the symmetry of equilibrium dislocation core structure,
which is isotropic in three cases but three-fold spread in the other two cases, does not play
a decisive role in the glide properties, i.e., the Peierls stress and preferred slip plane, of the
a/2〈111〉 screw dislocations. More likely, the deciding factor is the way the core transforms
under the influence of the applied stress. Indeed, a screened-BOP core calculated at an applied
stress level just before the movement starts for χ = 0◦ loses its isotropic character and
becomes more akin to the three-fold-spread configuration shown in Fig. 3 [14, 15].

In the case of Ta, similar Peierls-stress calculations employing a central-force FS potential
with FBC [59], many-body MGPT potentials with GFBC [12], and a DFT electronic-structure
method with GFBC [11, 41] are shown in Fig. 8. The dependence of the CRSS on χ reveal
significant non-Schmid behavior in each case with the twinning–anti-twinning asymmetry
even more pronounced than in Mo. However, unlike in Mo, the dislocation tends to glide
along the {112} plane sheared in the twinning sense, typically via zig-zag atomic motion on
successive {110} planes. Again it is not the equilibrium dislocation core structure, which is
predicted to be isotropic in all three cases, but the changes induced by the applied stress that
likely control the gliding of the a/2 〈111〉 screw dislocations.

Another important issue is the calculated quantitative magnitude of the Peierls stress τP ,
which, like the core structure itself, can depend sensitively on interatomic forces, boundary
conditions and external environment. Experimentally in bcc metals, the Peierls stress is typ-
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ically estimated to be about 0.5% of the 〈111〉 shear modulus G111, a result obtained, for
example, by extrapolating the observed low-temperature, single-crystal yield stress to zero
temperature. This is indeed the case in both Mo and Ta [67, 68, 76, 77]. As seen in Figs. 7 and
8, most of the calculated CRSS curves are well above the experimental estimates of τP . One
exception is the very recent result obtained in Mo with the new many-body MGPT potentials
and GFBC, a result which closely approaches experiment near χ = 0◦. In the case of Ta,
on the other hand, the calculated MGPT CRSS for χ < 0 is about a factor of two larger
than experiment, as is the DFT result at χ = −30◦. In this regard, the historical tendency
for atomistic calculations to overestimate the Peierls stress has led to some recent speculation
about possible missing physics. For example, the usual 2D zero-temperature calculation of
the Peierls stress could possibly miss very low energy 3D and/or dynamic kink-like processes
that might be activated in low-temperature experiments and could lead to an effectively lower
estimated value of τP . Such a mechanism has been argued to be possible in the case of edge
dislocations for bcc metals [78]. However, 3D finite-temperature MD simulations performed
to investigate this possibility for a/2 〈111〉 screw dislocations in Ta have found no evidence to
support such a mechanism [79]. There is also the possibility that under certain circumstances
collective dislocation motion can occur below the Peierls stress for an individual dislocation,
as further discussed in Section 2.2.6 below.

A further important issue here is the pressure dependence of the Peierls stress τP (P ). This
has been investigated with many-body MGPT potentials and GFBC to 400 GPa in Mo at
χ = −30◦, 0◦ and +30◦ and to 1000 GPa in Ta at χ = 0◦ [13]. The Mo results reveal that
the quantitative degree of non-Schmid character can depend significantly on environmental
factors such as pressure. The Ta results display a linear scaling with the shear modulus G111

similar to that found for ideal shear strength. In this case, it is found that τP (P ) ∼= 0.01G111.
This is consistent with the assumptions made in some constitutive models of strength, as
discussed in Section 3.5.

2.2.4. Edge and general character dislocations
It is a common perception in bcc metals that it is most important to understand and quantify
the mechanisms of screw dislocation motion, and that other, non-screw components of the
dislocation population are less important. While it appears likely that the overall rate of plastic
strain is indeed controlled by the slow moving screws, behavior of the faster edge and mixed
dislocations is not unimportant. This is because, as the microscale dislocation-dynamics (DD)
simulations show (e.g., Tang et al. [68]), non-screw dislocations contribute as much to the
net plastic strain as the screws. At the same time, since screw dislocations in bcc systems
are totally free to glide in any plane of the 〈111〉 zone, for as long as the driving stress is
high enough, non-screw dislocations should follow the screws into various planes, making
it necessary to quantify their mobility in the planes other than {110}. It appears that, for the
bcc systems, it is important to relate dislocation mobility to the dislocation character. The
latter is commonly understood as the angle between the dislocation line and its Burgers vector
which for the bcc metals are invariably thought to lie in the {110} planes (only rarely are the
{112} planes considered). It is more informative and indeed necessary to examine dislocation
mobility as a function of, what can be called, generalized character. This is defined by two
angles. The first is a familiar angle between the Burgers vector and the dislocation line and the
second is an angle between the glide plane (defined by the Burgers vector and the line-tangent
vector) and a reference plane in the zone of the Burgers vector. Calculations for Mo ([80],
using a FS potential) indicate that this notion of generalized character is fundamental to the
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behavior of dislocations in bcc metals and must be included in any general implementations
of DD codes for these materials. It is also observed that, contrary to the common prejudice,
non-screw dislocations can behave very differently, depending on the exact values of the gen-
eralized character angles. For example, the Peierls stress of non-screw dislocations in a {110}
plane varies by a factor of 16 (!) in an angular range of just 20 degrees. Despite such wide
variations, one can identify rather simple and appealing arguments by which such interesting
behaviors can be rationalized on the basis of the underlying lattice geometry. Furthermore, it
can be shown that dislocation mobility is closely related to the corresponding variations of the
core energy, both considered as functions of the generalized character.

2.2.5. Mobility at high stress and phonon drag
The direct observation of dislocation mobility by MD is not a straightforward task, as may be
seen from previous attempts to activate dislocation motion in Si [81]. A key consideration is
the intrinsic mobility of the dislocation, which involves knowledge of the activation energy
barrier [82] or the Peierls-Nabarro stress [55, 83, 84]. In the case of bcc Mo, it is known
that edge dislocations have considerably higher mobility than screws. MD results on edges
obtained using a FS potential have been reported [85, 86] in the regime of high stress (above
102 MPa) and high velocity (102 m/s), giving the first glimpses of how a nanometer sized,
straight dislocation segment actually glides through the lattice under an applied shear over
distance of a few Burgers vectors in picosecond time periods. In this regime the dislocation
velocity increases linearly with stress, and decreases with increasing temperature that is indic-
ative of phonon drag. On the other hand, available data exist only in the low-stress (10 MPa)
and low velocity (10−2 m/s) regime, showing a stress exponent of about 8. A crossover from
kink-pair thermal activation to phonon drag behavior is known, for example in KBr, but this
remains to be demonstrated in Mo or other bcc metals.

Calculations of dislocation mobility under high stress (close to or above the Peierls stress)
have become commonplace. Beginning with Rodney and Martin [87], several groups observed
that dislocation velocity is bounded by a terminal value, below the longitudinal but above the
transverse sound velocities. A few results obtained so far indicate that supersonic motion
of dislocations can be achieved in direct MD simulations. Possibly the most detailed study
of this issue is reported by Chang [88], who suggests that supersonic motion can only be
achieved if a dislocation is driven hard in small, confined volumes, which is typical of the
small cells used in most MD simulations. However, in larger cells, dislocation velocity reaches
a terminal value and never ventures above the sound barrier, under the same loading conditions
when a supersonic motion is observed in the smaller cells. This indicates that the issue of
subsonic/supersonic dislocation motion is subtle and requires more work. Nevertheless, it
appears possible, with some care, to quantify the phonon drag resistance by direct atomistic
simulations using empirical interatomic potentials. Although this may not be sufficiently ac-
curate to represent the real metal, more importantly one can verify the existing theory (e.g.,
Altshitz-Indenbom) for a given model material and, if the comparison is found accurate, apply
the theory to real metals. A very interesting venue for further study would be to do such
simulation-theory comparisons for dislocation motion under hydrostatic pressure. Here, recent
work by Wolfer [89] provides more theoretical guidance.
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2.2.6. Dislocation-dislocation interactions and cooperative mechanisms of motion
In a series of direct atomistic simulations for bcc Mo using a FS potential, Bulatov and Cai
[90] have detected a strong effect of junction nodes on the dislocation mobility of a pure-screw
dislocation network. Specifically, planar junction networks formed in the {110} planes of the
bcc lattice are considered, in which all dislocations are of screw character and thus do not
contribute any geometric (glide) constraints to the motion of other participating dislocations.
The critical stress to move the network was obtained for different stress orientations and found
to be always smaller (∼ 50%) than that needed for an isolated screw dislocation. This effect
is significant because it shows that junctions can enhance dislocation mobility rather than
always diminish it as is conventionally thought. Such cooperative effects are traced to the
details of atomic motion in and around the junction nodes, i.e., the singular zero-dimensional
objects in which two dislocations join to form a junction. These observations may put to
rest a dispute about possible effects of junctions on dislocation motion conjectured earlier to
explain anomalous slip behavior in bcc transition metals [91]. The new results indeed show
that dislocation networks formed in the {110} planes have enhanced mobility, but the observed
atomistic mechanisms differ significantly from the earlier hypothesis. More generally, these
results indicate that dislocation mobility may be significantly altered by interaction with other
dislocations, which in turn could affect the interpretation of any experimentally determined
Peierls stress. In the considered example, the apparent Peierls stress observed for the material
would be lower than the true Peierls stress for an individual screw dislocation. In addition,
such a dislocation interaction would provide a mechanism of cooperative slip on two or more
slip systems that can possibly explain some of the recently observed slip anomalies at room
temperature in Mo [92].

2.2.7. Cross slip
As was noted recently by Duesbery and Vitek [5], much of the prevailing thinking about
dislocation mechanisms is still dominated by the fundamental insights gained in the 1950s
and 60s into the physics of crystal plasticity in fcc metals. Yet, it is likely that fcc and fcc-
like behaviors are not so common, but rather are somewhat exceptional. Cross-slip is a good
example where the conventional notion of a special significance of the glide planes affects
the way we think about dislocation motion in general. In fcc systems, because of the planar
dissociation into the Schockley partials, dislocations are confined to {111} planes in which
the dissociation takes place. Even if a dislocation is locally in a screw orientation, the planar
dissociation confines it to move in the dissociation plane. Only relatively rarely some special
event (cross-slip) takes place by which a dissociated screw dislocation constricts in the initial
plane and then re-dissociates in the cross-slip plane. In fact, in Al where the stacking fault
energy is high and dissociation is suppressed, the confining effect of the {111} planes is greatly
diminished and slip in planes other than {111} is routinely observed. In bcc metals, where no
intrinsic stacking faults exist, there is no reason for a screw dislocation to be confined to
any particular plane. In this case, the selection of the glide plane is a compromise between
the maximum-resolved-shear-stress (MRSS) plane and a close-by plane of low resistance to
dislocation motion, in the 〈111〉 zone. As such, cross-slip events are indistinguishable from
slip events – there is no need for any special mechanism, like constriction, i.e., re-dissociation
taking place via the Friedel-Escaig mechanism in fcc metals, to allow the dislocation to change
its motion plane. In this sense, the notion of glide planes for the bcc metals may need to be
re-considered.
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2.3. GRAIN BOUNDARIES

Understanding the properties of grain boundaries and their interaction with dislocations and
other lattice defects are matters of intrinsic importance to the multiscale modeling of strength
and failure in polycrystalline materials. The prediction of grain-boundary atomic structure
also represents an important validation test for interatomic potentials because this is the one
example of an extended defect where direct comparison with experiment is possible.

2.3.1. Atomic structure
In this section, we briefly discuss recent atomistic simulations and experimental measurements
on the �5 (310)/[001] symmetric tilt boundary in prototype bcc transition metals, including
Nb [17, 21, 22], Mo [18, 19, 21, 22], and Ta [20, 21]. This particular grain boundary (GB) is of
special interest for several reasons. First, it has been possible to fabricate high-quality bicrys-
tals for this orientation and to study them experimentally using high-resolution transmission
electron microscopy (HREM) [17–20, 23]. (Additional details about these experiments are
discussed below in Section 4.2.) Second, the distributions of bond lengths and bond angles at
this boundary are similar to those occurring in the vicinity of a bulk a/2〈111〉 screw dislocation
[39], so important aspects of the interatomic forces are being tested. Finally, the actual atomic
structure of the grain boundary is not a generic feature of bcc metals, but rather is material
dependent and is a sensitive test of the angular forces, which are found to be essential to a
predictive description [17, 22].

The first atomistic simulations on �5 (310)/[001] grain boundary in Nb were performed
with a Monte Carlo method [17] using both angular-force MGPT potentials and radial-force
EAM potentials. Subsequent MGPT studies have used MD combined with a simulated an-
nealing technique [19, 20, 22], successfully employing both large simulation cells (up to 1960
atoms), with periodic boundary conditions in the GB plane and fixed boundary conditions
along the [310] GB normal [19], as well as much smaller periodic cells [20, 22]. In a com-
prehensive study on Nb and Mo [22], small-cell MGPT results were also compared to parallel
calculations with a DFT electronic-structure method [21], two separate tight-binding methods,
and both BOP and FS potentials. The important structural issues for the �5 (310)/[001] grain
boundary are whether or not mirror symmetry is preserved across the boundary, and if not,
what the magnitude of the relative atomic displacement along the [001] tilt axis is. For Nb and
Mo, both the DFT calculations [21] and the MGPT [17, 19] and BOP [22] potentials correctly
predict mirror symmetry in the case of Nb and the breaking of that symmetry in the case of Mo,
with [001] displacements consistent with experiment. For Ta, where the mirror symmetry is
observed to be broken as in Mo, the [001] atomic displacement is also quantitatively predicted
with the MGPT potentials [20]. In this case, however, the DFT calculations of Ochs et al. [21]
predict a mirror symmetric GB as in Nb. The reason for the latter discrepancy is not clear,
but we note that unlike Nb and Mo, Ta is a heavy relativistic metal, a fact that is taken into
account in the MGPT Ta potentials [39] but not in the DFT calculations [21].

2.3.2. Dislocation-grain boundary interactions
The interaction of dislocations with grain boundaries is a very important but not well-explored
aspect of the physics of crystal plasticity. In fcc metals and ordered L12 alloys, there have been
atomistic studies of the special case where the dislocation line is parallel to the grain bound-
ary [93–95]. More recently, realistic 3D atomistic simulations of dislocation-grain boundary
interactions have been performed by Miller and Abraham [96] on the symmetric pure tilt
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boundaries in fcc Ni. Based on their observations, de Koning et al. [97] examined the resist-
ance to the glide of lattice dislocations between adjacent crystal grains associated with a grain
boundary. Using a combination of molecular dynamics (MD) simulations and a line-tension
(LT) model they identified the geometrical parameters that are relevant in the description of
this process. In the MD simulations of Miller and Abraham, they observed slip transmission
of dislocation loops nucleated from a crack tip near a series of pure tilt GBs in Ni. The obser-
vations can be rationalised in terms of a LT model for the activation of a Frank-Read source in
the presence of a GB. They find that the slip transmission resistance is a function of only three
variables: (1) the ratio of resolved stresses on the incoming and outgoing slip systems, (2) the
magnitude of any residual Burgers vector content left in the GB, and (3) the angle between
the traces of the incoming and outgoing slip planes in the GB plane. Comparison with the MD
simulations and experimental data shows that the LT model captures the essential energetics
of slip transmission and suggests relatively simple functional relationships between the GB
geometry and loading conditions on one hand and slip transmission resistance on the other.

In other work, the deformation behavior of nanocrystalline fcc metals simulated by MD
have been recently reported, providing atomic-level details of the nucleation of Shockley
partial dislocations from grain boundaries and their subsequent interactions [98]. It is known
from the study of coarse-grained fcc metals that the common low-temperature mechanism
of plastic deformation involves the continuous nucleation of dislocations from Frank-Read
sources [99]. Since the stress needed for a source to operate is inversely proportional to its size,
this mechanism is effective only down to a grain size of about 1 µm. A competing mechanism
that is expected to be important in nanocrystals is nucleation from grain boundaries. With the
dislocation cores usually split into Shockley partials, whose separation distance depends on
the stacking-fault energy and the applied stress, another length scale enters into the problem
since the equilibrium separation between partials can be comparable to or larger than the
grain size in a nanocrystal. Dislocation activity in a nanocrystal undergoing tensile deform-
ation already has been observed in previous simulations of rather small grains, up to 12 nm;
however, the results have not been analyzed to distinguish small-scale grain-boundary sliding
from bulk-mediated processes [100, 101]. In the more recent study of columnar grains up to
70 nm, it is shown that the dislocation splitting distance depends not only on the stacking-fault
energy, but also on the resolved stress for nucleation [98]. It seems clear that the mechanical
properties of nanocrystalline materials will have significant variations with grain size.

2.4. POINT DEFECTS

Point defects, including vacancies, self-interstitials and impurities, and their interaction with
dislocations and grain boundaries, can have an important impact on the mechanical proper-
ties of metals. In elemental metals under high strain-rate conditions, for example, vacancies
and self-interstitials are naturally created as part of the debris field left behind by moving
dislocations, debris which will be encountered by other moving dislocations. An important
validation test of interatomic potentials in elemental bcc metals such as Mo or Ta is thus
the calculation of fully relaxed vacancy and self-interstitial formation and migration energies.
These quantities together with formation volumes and migration paths have been studied in
the context of MGPT potentials for both Mo and Ta [8, 12, 79]. In the case of Mo, the 1994
MGPT potentials [38] yield accurate relaxed vacancy formation and migration energies [8].
These potentials were also used to determine the lowest-energy self-interstitial configuration
and the most favorable self-interstitial migration path. The former is the 〈110〉 split-dumbbell
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configuration, while the latter is the so-called jump-and-rotation path along 〈111〉 directions.
Subsequent first-principles DFT electronic-structure calculations have also been performed on
the vacancy and self-interstitial formation and migration energies in both Mo and Ta [12, 40,
79]. In Mo, these calculations reveal that the 〈110〉 split-dumbbell self-interstitial formation
energy and 〈111〉 jump-and-rotation migration energy are significantly overestimated with
the 1994 MGPT potentials. Both of these problems are now corrected, however, with the
new optimized Mo potentials [79, 102]. Similarly, the optimized Ta MGPT potentials have
been used to calculate relaxed vacancy and self-interstitial formation energies and volumes,
as well as migration energies [12]. Overall, there is very good agreement between theory and
experiment and between DFT electronic-structure results and the MGPT results. In particular,
the characteristic low vacancy migration energy of group-V metals like Ta is well predicted
by the MGPT potentials.

2.5. RAPID RESOLIDIFICATION

Another important issue encountered at extreme conditions of pressure and temperature is that
of the mechanical properties of new structural phases of a material created by fast dynamical
processes (10−6 secs or faster). An example of such a process is the rapid resolidification of
a molten metal like Ta though isentropic or isothermal compression to high pressure. The
essential key to understanding and describing the mechanical properties in such an environ-
ment is identifying the underlying atomic- and micro-structural morphology of the resolidified
material. Initial efforts to address the atomic structure question have focused on modeling
rapid resolidification along both isobaric and isothermal loading paths in Ta, using large-scale
MD simulations together with MGPT potentials [39, 103]. In such central transition metals,
there is an energetically competitive phase with bcc, namely the low-symmetry, open-packed
A15 structure, which is the well-known stable form of transition-metal-based superconductors
such as Nb3Sn. At ambient pressure, the A15 structure is known to occur as a metastable phase
in W but has not as yet been experimentally observed in Ta. The MD/MGPT simulations on Ta
demonstrate the existence of strong A15-bcc competition during the resolidification process
and have revealed the first direct evidence of A15 ordering in the liquid prior to bcc crystalliz-
ation [103]. Depending on the loading conditions, the final atomic structure of the resolidified
solid is found to be either an amorphous glass state, with both A15 and bcc remnants, or a
recyrstallized bcc solid. In the latter case, the A15-bcc competition acts as an effective kinetic
barrier that delays the final bcc recrystallization by one or more orders of magnitude in time.

3. Linking length and time scales

In this section we discuss selected examples of recent atomistic research that directly impacts
the issue of linking of length and/or time scales, as required in multiscale materials modeling.

3.1. QUANTUM-BASED INTERATOMIC POTENTIALS

A very fundamental linkage of length scales is that between first-principles DFT quantum
mechanics, where at most a few hundred or so atoms can be treated accurately, and large-
scale atomistic simulations, where one envisages thousands and even millions of atoms being
simulated. The ultimate goal of both the GPT and BOP approaches is to encode, through
systematic coarse graining of the underlying electronic structure, the necessary DFT quantum
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mechanics into quantum-based interatomic potentials that can be used to determine accurate
energies and forces in such simulations.

3.1.1. Generalized pseudopotential theory
Within the framework of DFT quantum mechanics, generalized pseudopotential theory (GPT)
provides a fundamental basis for ab initio interatomic potentials in elemental simple and
transition metals [29]. In the GPT applied to transition metals, a mixed wavefunction basis set
of plane waves and localized d states is used to expand the electron density and total energy of
the metal in terms of weak sp pseudopotential, sp-d hybridization, and d-d tight-binding-like
matrix elements. In a real-space formulation, the derived interatomic potentials become well-
defined functionals of these matrix elements and all quantities can be evaluated directly from
first-principles without any external input. For an elemental bulk metal, the GPT provides
a rigorous expansion of the total energy in the form a collective volume term plus sums
over transferable, but volume dependent, two-, three-, four- and higher multi-ion interatomic
potentials. To perform both efficient and accurate atomistic simulations with GPT potentials,
one normally terminates the total-energy expansion at the lowest order that is consistent with
the physics one seeks to describe. For systems where directional bonding is unimportant, such
as series-end fcc metals, only the volume and pair-potential terms are retained. In this case,
full atomistic simulations can be carried out directly using the ab initio GPT potentials without
further approximation [45, 104].

For bcc transition metals, on the other hand, the angular-force, multi-ion potentials reflect
directional bonding contributions from partially-filled d bands and are generally important
to structural and mechanical properties. At the same time, however, in the full GPT these
potentials are multidimensional functions that cannot be readily tabulated for application
purposes. This has led to the development of the model GPT or MGPT for bcc transition
metals [37, 38]. Within the MGPT, the multi-ion potentials are systematically approximated
to achieve analytic forms that can then be readily applied to large-scale static and dynamic
simulations. To compensate for the approximations introduced into the MGPT, a limited
amount of parameterization is allowed in which the volume-dependent coefficients of the
modeled potential contributions are constrained by experimental or ab initio theoretical data
on basic bulk properties. In this form, the MGPT indeed provides a robust framework for per-
forming accurate and predictive atomistic simulations on bulk transition metals. The original
MGPT parameterization schemes for bcc metals, first developed for Mo [37, 38] have recently
been generalized and greatly improved, with detailed application to the case of Ta [12, 39].
Very reliable Ta potentials have been so generated over a wide volume range and extending
up to 1000 GPa in pressure. Many specific validation tests of the Ta potentials have been
performed using accurate experimental data as well as the results of DFT electronic-structure
calculations [12, 39]. The 1994 Mo potentials have also been widely used for bcc dislocation,
grain-boundary and other defect calculations [8, 9, 19, 22, 65, 105, 106], although from the
current perspective these potentials are probably less robust than the new Ta potentials. In this
regard, a new set of Mo MGPT potentials, optimized to the same level as the Ta potentials, has
recently been developed [102] and is now being applied to dislocation and defect calculations
[13, 79], as discussed above.
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3.1.2. Bond-order potentials
Bond-order potentials (BOPs) are a semi-empirical, real-space, linear-scaling tight- binding
(TB) scheme for the description of atomic interactions. The theoretical basis for this approach
has been developed by Pettifor and co-workers [31, 35, 36, 107–110]. Construction of BOPs
follows the philosophy of parametrized TB theory with parameters fitted to reproduce basic
equilibrium properties of the material studied as well as certain quantities determined using
ab initio DFT-based calculations. Within this framework, the cohesive energy of a material
consists of three parts written as

Ecoh = Ebond + Epair + Eenv. (2)

Ebond is the quantum-mechanical bond energy arising from the formation of the valence bands
and for transition metals it is assumed to originate from the d electrons. Epair is the repulsive
pair-potential part of the energy that results from additional electrostatic interactions between
the atoms and the overlap repulsion among the valence electrons. Eenv is a remaining envir-
onmental part of the energy arising from the repulsion among the valence s and p electrons
[111]. It is described by a central-force many body potential of the screened Yukawa form
[112] and allows for exact fitting of the Cauchy pressures (C12 - C44 in the cubic case).

An important feature of the construction of BOPs is that it is sequential. This means that
first Ebond is constructed using solely the results of DFT-based calculations with no empirical
input. Next Eenv is obtained by fitting the Cauchy pressures and, finally, the pair-potential
contribution Epair is fitted so as to reproduce lattice parameter(s), remaining elastic moduli
and the cohesive energy. The physically most important contribution to the cohesive energy
is Ebond which comprises the main quantum-mechanical features of bonding, in particular the
covalent character of the d bonding. Within the BOP formalism it is written as

Ebond =
∑

I,J
i �=j

HI,J�J,I, (3)

where HI,J and �J,I are the Hamiltonian and bond-order matrix elements, respectively. The
index I ≡ [i, Li], where i numbers the atomic sites in the system studied and Li(= (�, m)i,
where � denotes the quantum orbital moment and m the quantum magnetic moment for spher-
ical symmetry. For a given Hamiltonian the bond-order matrix is expressed in terms of the
derivatives of certain diagonal elements of the Green’s function of the Schrödinger equation
[107]. These diagonal elements are evaluated using the method of continued fractions and the
Lanczos recursion algorithm [113]; in the present studies, four levels of continued fractions,
i.e., nine moments of the density of states, have been used. The relatively complex procedures
involved in the evaluation of Ebond are all part of the suit of computer codes available as
the Order-N (OXON) package that is needed in all calculations employing BOPs. While
the on-site Hamiltonian elements (i = j) do not enter directly into Eq. (3), they are needed
when determining the bond order and are evaluated self-consistently to maintain local charge
neutrality with respect to each atom. This condition reflects the perfect screening properties of
metallic materials [114]. Finally, an important component of this package is evaluation of the
derivatives of Ebond using the Hellmann-Feynman theorem. This is essential since atomistic
simulations require not only evaluation of the energy but also forces acting on individual
atoms.

In order to determine and examine the transferability of the bonding integrals HI,J, they
need to be evaluated as functions of the separation of atoms i and j for different structures. This
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has been done via DFT-based calculations using the first-principles TB-LMTO method [115].
This method employs a small basis of atom-centered, short-range orbitals and the Hamiltonian
has a simple analytical form that relates to a two-center, orthogonal TB Hamiltonian, so that
a direct link with the TB-based BOP method can be established. For central transition metals
such as Mo, the TB-LMTO ddσ bonding integral shows good transferability among bcc,
fcc and hcp structures and a unique dependence on the separation of atoms. However, the
corresponding ddπ bond integral displays noticeably different values for the same atomic
separation for different structures, as well as a discontinuity between the first and second
nearest neighbors for the bcc structure. This is, presumably, the consequence of the proximity
of the first and second neighbors in the bcc lattice, which results in different environmental
screening for the two-center bond integrals. Hence, two-center bond integrals in an ortho-
gonal TB scheme that are robust and transferable to different structures must be environment
dependent. This has been recognized in recent years and a successful ad hoc scheme for
introducing environmental dependence into bond integrals has been advanced [116]. Recently,
we have developed an analytic form for the screening function that arises when a d-d bond is
screened by s electrons associated with neighboring atoms [117]. The derivation starts with a
non-orthogonal two-center TB representation and transforms it to an effective orthogonal TB
representation containing a screened Hamiltonian with an explicit screening function given in
terms of the orbital overlap matrix. This screening function can be determined by applying
the BOP theory and the Lanczos algorithm to the third level. Screened two-center bond integ-
rals so determined for Mo, which are environment dependent, then reproduce excellently the
TB-LMTO calculated values for both ddσ and ddπ in Mo.

A basic test of the validity of the BOP potentials is comparison of energies of alternate
structures relative to the bcc structure, specifically fcc, hcp, simple cubic and A15 structures.
In all cases bcc is the lowest energy structure and the order of energies of alternate structures
follows the trend found in DFT-based calculations. The study showing the success of the intro-
duction of the environmental dependence into the bonding integrals has been the calculation
of phonons in Mo. Without the environmental dependence the phonons near the N point were
found to be much softer than what is suggested experimentally. The introduction of environ-
mental screening leads to a substantial improvement of the calculated phonon spectrum. Most
importantly, the transverse T2 mode phonon at the zone edge is very soft without screening
and this improves significantly when the screening is introduced. Since the potentials are
intended for atomistic modeling of extended defects, they also have to be applicable when the
atomic environment is considerably different from that in the ideal lattice. While this can never
be fully tested, a useful assessment can be made by investigating highly distorted structures
encountered along certain deformation paths [118]. The most common path of this type is the
Bain deformation path between the bcc and fcc lattices. However, results validated against
DFT calculations for both Mo and Ta have also been obtained for a more complex trigonal
path, which is also a deformation path between the bcc and fcc lattices but passing through
the simple cubic structure [14, 119, 120].

3.2. DISLOCATION MOBILITY MODELS FOR DISLOCATION DYNAMICS

An important multiscale link between atomistic simulations and dislocation dynamics (DD)
simulations of plasticity at the microscale is the mobility of individual dislocations. Disloca-
tion mobility is currently being studied and modeled at the atomistic level using molecular
statics, molecular dynamics and kinetic Monte Carlo simulations.
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Figure 9. Kink-pair activation enthalpy as a function of relative applied stress for bcc Ta. The solid line is a fit
to the calculated MGPT/GFBC atomistic data (solid points) [12, 13, 69] of the analytic form currently used in
dislocation-dynamics simulations of single-crystal plasticity. The dashed line is the empirical result of Tang et al.
[68] based on the observed yield stress.

3.2.1. Kink-pair activation enthalpy
In low-temperature DD simulations of bcc metals, it is assumed that the screw dislocation
velocity is directly proportional to exp[−�H(τ/τP )/kBT ], where �H(τ/τP ) is the kink-pair
activation enthalpy. The latter quantity is thus a key input parameter for defining dislocation
mobility in such simulations. In the case of Ta, an analytic representation for �H(τ/τP )

based on the atomistic MGPT/GFBC simulations discussed above has been developed and
successfully implemented in DD simulations [12, 13, 69, 121] of single-crystal plasticity.
This result is displayed in Fig. 9 and compared with the corresponding empirical result of
Tang et al. [68] that reproduces the observed temperature dependence of the yield stress in
Ta. This provides a first-generation atomistic-based dislocation mobility model for bcc Ta
that has been successfully tested in DD simulations. This model also incorporates the basis
for including the orientation dependence of the yield stress through the Peierls stress τP . In
addition, this procedure of linking atomistic and DD simulations has now been extended to
high pressure in Ta as well [121].

3.2.2. Kinetic Monte Carlo simulations
A useful approach to extend atomistic simulations of dislocation mobility to longer time scales
is to treat the time evolution in the stochastic manner of Monte Carlo sampling. This has been
carried through recently in a study of the intrinsic mobility of a dissociated dislocation in Si
based on a kinetic Monte Carlo (kMC) treatment of kink nucleation, migration, and annihil-
ation processes for a screw dislocation with full elastic interactions between the dissociated
partials [122]. The kMC model is designed to produce the overall dislocation movement as
the cumulative effects of a large number of such kink events, requiring for input only the
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kink formation and migration energies that have been given by atomistic calculations. In this
manner one can predict the response of dislocation velocity to a shear stress at temperature
in the same length and time scales as the experiments, well beyond the range of large-scale
molecular dynamics. It is found that good correspondence with the observed data is obtained
with a set of kink activations energies rationally chosen from the various theoretical and
experimental values that have been reported. The challenge of predicting experiments using
purely calculated activation barriers by whatever method thus still remains to be met. On the
other hand, by exploiting the ability to analyze correlated displacement of the leading and
trailing partials, one finds a mechanistic explanation of the threshold stress effect, naturally
resolving a long-standing postulate of ‘weak obstacles’ to kink propagation. More recently,
the kMC model has been extended to screw dislocations in a bcc lattice by the incorporation
of cross slip [123].

3.3. MODELING DEFECTS IN RADIATION DAMAGE

In a somewhat different context, modeling defect generation and transport in radiation damage
in materials [124–126] provides further illustration of how one might bridge timescales from
picoseconds to gigaseconds. In these problems, a database of the number and spatial distri-
bution of defects produced in displacement cascades over picosecond timescales, obtained
from MD simulations, provides atomistic input into kMC simulations of the longer time (t 	
seconds) damage accumulation, along with information about the character and energetics of
vacancy and self-interstitial clusters. Different kMC methods have recently been applied to
predict the formation of sub-nanometer vacancy-solute clusters partially responsible for the
embrittlement of reactor pressure vessel steels [124, 127, 128] and the accumulation of defect
clusters in Cu as a function of key irradiation variables [124, 126, 129]. These recent results
are in good agreement with experimental observations. Future challenges in this area will
revolve around extending the efficiency of the method to simulate larger materials systems to
longer times, without wasting computational effort on short-time physical processes that do
not contribute to the long-time evolution.

3.4. NON-SCHMID EFFECTS FOR PLASTICITY THEORY

The dependence of the CRSS on χ for single screw dislocations in bcc metals discussed above,
as well as other orientation dependencies revealed by atomistic studies (see for example, Ito
and Vitek [59] and Yang et al. [12]), can be transferred into the macroscopic yield criteria
for both single and polycrystals. These criteria then serve as a physical basis for constitutive
relations employed in large-scale finite-element codes and/or hydrocodes. The recognition
that it is the response of the dislocation core to external stresses, rather than the structure of
the dislocation core in equilibrium, is essential for such transfer of atomic level information
to the mesoscopic and macroscopic level to have a firm physical basis. For example, in the
case of the CRSS vs χ dependence shown in Fig. 7 for Mo, as obtained with the FS potential,
it has been concluded that the CRSS depends on shear stresses in two distinct {110} planes
[130]. One of these is the Schmid stress in the glide plane of the {110} type and the other the
shear stress in another {110} plane that is nearest to the {112} plane sheared in the twinning
sense. The latter is a non-Schmid stress affecting the dislocation motion via the changes in the
dislocation core. More complex non-Schmid effects may arise from shear stresses that act in
the direction perpendicular to the Burgers vector, again via core transformations they induce
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[59]. Effect of these stresses on the macroscopic plastic behavior can then be incorporated into
the yield criteria similarly, if their influence is revealed in atomistic calculations.

3.5. ATOMISTIC MODELING FOR CONSTITUTIVE STRENGTH MODELS

Atomistic input can also be used directly to evaluate some of the parameters in existing
constitutive strength models. One such example is the well-known Steinberg-Guinan strength
model [131]. This model assumes that that the yield stress of a macroscopic metal scales
linearly with its (polycrystalline) average shear modulus G in the form

Y = Y0f (εp)G(P, T )/G0, (4)

where Y0 and G0 are normalization constants at ambient conditions and f is a bounded
function of plastic strain εp, so that the entire pressure and temperature dependence of Y
is carried by G. In addition, G(P, T ) itself is modeled in a simple way through its measured
pressure and temperature derivatives at ambient conditions. It is here where accurate atomistic
calculations can be used either to validate or, if necessary, to improve the model. In the case
of bcc Ta, for example, the assumed pressure dependence of G is found to be reasonably
consistent with first-principles calculations all the way to 1000 GPa [43]. In other cases,
however, this may not be so, especially if one is modeling strength across phase boundaries.

Another direct approach to constitutive strength modeling has been undertaken by com-
bining the micro-mechanical model of plasticity due to Stainier et al. [132], where controlling
unit processes at the microscopic level are identified and modeled, with atomistic simulations,
where fundamental defect nucleation and mobility parameters are determined by using force
fields developed with the aid of quantum mechanical calculations of bond breaking [133].
For the case of the a/2〈111〉 screw dislocation in bcc Ta, the effective Peierls stress as a
function of temperature, kink and anti-phase defect formation energies, and kink mobility
were determined by MD simulations, and the parameters then used to calculate the stress-
strain relations over a range of temperatures and strain rates. Figure 10 shows a comparison
with experimental data of the model results on hardening, based on the parameters obtained
by atomistic simulations. One may discern a number of common features in this comparison:
variation of the initial yield with temperature, presence of a marked stage I of easy glide at
low temperature, onset of parabolic stage II hardening, and temperature dependence of the
saturation stress.

3.6. BOUNDARY CONDITIONS FOR COUPLED-DOMAIN SIMULATIONS

In the domain-decomposition approach to modeling defects, an atomistic region containing
the defect(s) of interest is embedded in a surrounding medium treated using either a simpler in-
teratomic interaction or a different set of degrees of freedom, such as finite elements. A general
problem then arises in the spurious reflection of any elastic waves generated in the atom-
istic region from the domain boundary. Such effects are seen in, for example, the atomistic
modeling of dislocation motion [134], crack propagation [135], and energetic particle-solid
collisions [136]. In order to minimize such reflections, special boundary conditions have
been proposed [137, 138], involving ad hoc viscous damping models. The empiricism turns
out to be unnecessary, as shown recently by the introduction of a method that treats the
interdomain interactions naturally through a memory function in the formalism of linear
response theory [139]. This approach is effective in reducing phonon reflections at the domain
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Figure 10. Temperature dependence of stress-strain curve for a [213] Ta single crystal at a strain rate of 10−3. Left
panel shows the experimental data, the right panel the predictions of the model with parameters from atomic-level
simulations [133].

boundaries relative to existing methods, although it could be computational intensive since the
time-dependent and particle-specific memory function matrix has to be evaluated numerically.

3.7. ACCELERATED MOLECULAR DYNAMICS

A bottleneck in the atomistic simulation of thermally activated processes is the time scale
limitation of standard MD methods. While attempts to accelerate MD simulations have not as
yet impacted double-kink dislocation processes and multiscale modeling in bcc metals, they
have had success in certain surface and nanoscience problems. In the case of thin film growth
by vapor deposition, MD is well suited to simulate the individual event of an atom impinging
on the substrate, whereas it would be quite inadequate for describing the activated diffusion
and reorganization events that occur during the milliseconds or seconds before the next atom
deposition event. If the transition state (i.e., the saddle point) for a given diffusion pathway
were known, transition state theory can be used to compute directly the rate constant. If all the
possible events are known for a given system, these rate constants can be employed in a kMC
algorithm to evolve the system from state to state over long time scales. For realistic systems,
not only are the transition states often hard to determine, but also our intuition about how the
system will behave is not good enough to always ensure that no key events are missing from
the kMC treatment. For example, the dominant pathway for diffusive motion of an adatom on
the simple Pt (100) surface is now known to be a concerted two-atom exchange mechanism,
rather than a simple hop. For clusters of atoms, and complex geometries that arise during
growth, even more complicated mechanisms have been observed.

Recently new methods have been developed to treat the problem of complex, infrequent-
event processes. The idea is to directly accelerate the MD simulation to achieve longer times,
rather than trying to specify in advance what the dominant mechanisms are. To do this, one
takes advantage of the infrequent-event nature of the dynamics. One need not worry about
whether the vibrational motion within the potential basin is correctly described, so long as the
relative probability of escaping along a particular pathway is preserved. This is the essence
of transition state theory, and the basis of three new methods: hyperdynamics [140, 141],
temperature accelerated dynamics (TAD) [142], and parallel replica dynamics [143, 144].
These methods have been tested on various applications, and have had particular success in
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the simulation of the film growth problem. For example, recently it has been possible to match
experimental growth conditions (slower than a monolayer per second) for the vapor deposited
growth of silver on Ag(100) using the TAD method [145]. At temperatures of 70 K and below,
one observes a competition between thermally activated smoothing of the crystal surface and
a surprisingly strong roughening due to steering of the deposited atoms as they approach the
surface.

Another time scale problem is encountered in nanotechnology where continuum analysis
becomes increasingly less reliable as the system size reduces below 100 nm. Diverse atom-
istic simulation methods and structure optimization simulations are currently being applied
to investigate emerging nanostructured systems, e.g., fullerenes, nanotubes, nanoparticles,
molecular devices, etc. Because the number of atoms in these systems is approaching the
capability of current computers, for example, 30 nm Au nanoparticle contains less than a
million atoms, and there are 104–107 carbon atoms in nanotubes of 1–10 nm diameter and 0.1–
10 nm length, size or length scale is no longer an issue. On the other hand, bridging the time
scale still remains a challenge in realistic modeling of dynamic behavior of nanomaterials. One
such problem is the strength of carbon nanotubes under an external load. Several molecular
static and dynamics simulations had previously given a prediction of 15–25% yield strain,
corresponding to a yield stress of 200–350 GPa [146, 147]. More recent MD simulations with
systematic strain rate and temperature effects show that finite temperature effect significantly
reduces the yield strain down to 5–6%, while the strain rate is still very high compared to
typical experimental conditions [148].

To overcome the time scale problem of high strain rates, a scheme has been formulated
to use high temperature to effectively accelerate the time scale with a relationship of the
form: strain = A + B(T) ln(strain rate) [148]. MD simulations have been run with different
strain rates and temperatures over ranges of 107–109 and 300–2400 K, respectively. This re-
lationship is well satisfied for nanotube plastic yielding under tensile stress, but compressive
stress does not produce the expected behavior. From the detailed analysis of the nanotube
structure evolution under the compressive stress, it is found that the wavelength geometric
instability strongly depends on the strain rate and that the geometric deformation initiates
the plastic yield response of the nanotube. Consequently, the nanotubes under compression
exhibit complex interaction between activated plastic response and configuration fluctuations
leading to a fundamental time scale problem in simulating their mechanical responses. This
example represents a common behavior of nanomaterial systems as opposed to an exceptional
case. Many nanomaterials, e.g., polymers, proteins, DNA, RNA, molecular wires, etc., show
characteristic slow modes associated with configuration fluctuations, which are quite different
from rare events of chemical bond breaking. These slow modes and their complex interactions
with rare events make the time scale problem the most significant roadblock in applying
atomistic simulations to nanomaterials study.

4. Experimental validation

In this section we discuss a few selected recent and current experimental efforts that provide
complementary and validating data for the atomistic simulations.
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4.1. HIGH-PRESSURE ELASTIC MODULI

A number of different experimental methods exist to investigate the elastic moduli of solids,
although the conventional ones have significant limitations with respect to material type and
pressure. Standard ultrasonic techniques, for example, require a single crystal to measure
the individual moduli Cij and are applicable only at low pressure. In addition, experimental
methods using acoustic scattering of light to measure elastic moduli are usually limited to
transparent, single-crystals at moderate pressure and are not applicable to opaque metals
or to polycrystalline materials. On the other hand, synchrotron x-ray diffraction combined
with a diamond-anvil cell (DAC) is capable of measuring the bulk modulus of solids to very
high pressures and temperatures under hydrostatic loading conditions. To obtain information
about the shear moduli and yield strength, such techniques have now been extended to non-
hydrostatic, uniaxial compression [44, 149]. Under uniaxial compression, the usual circular
powder diffraction patterns obtained in the DAC with hydrostatic loading become elliptic-
ally distorted due to the different stress components acting on the randomly oriented lattice
planes. The elliptical distortion, defined by the ratio of the lattice-plane spacing measured
under non-hydrostatic and hydrostatic conditions, is then a measurable function of the angle
between the diffracting plane and the uniaxial compression axis. From this information the
individual single-crystal moduli Cij (P ) can be determined. Another new DAC technique [150]
uses impulsive stimulated light scattering (ISLS) to measure surface acoustic wave velocities
under pressure in single or poly crystals, from which elastic moduli can be determined. Unlike
conventional acoustic scattering methods, this technique is applicable to opaque metals.

Singh et al. have used a non-hydrostatic stress technique in the DAC together with energy-
dispersive x-ray diffraction on polycrystalline samples to estimate the single-crystal elastic
moduli of hcp Fe to 200 GPa [149], fcc Au and hcp Re to 37 GPa [151], and bcc Mo to 24 GPa
[152]. Cynn and Yoo have recently developed a closely related high-pressure DAC technique
called SAX (Stress- and Angle-resolved X-ray diffraction) to probe the shear modulus and
yield strength in polycrystalline materials [44]. They have similarly determined the single-
crystal elastic moduli of bcc Ta to 105 GPa, as shown above in Fig. 1. Crowhurst et al. [150,
153] have used their ISLS technique to measure the polycrystalline elastic moduli of Ta to
40 GPa.

4.2. HREM IMAGING OF DISLOCATION AND GRAIN-BOUNDARY ATOMIC STRUCTURES

The atomic structures of dislocation cores in bcc metals are quite compact when compared
to fcc metals, which often have dissociation of dislocations into partials with an associated
stacking fault. This compact core has led to experimental difficulties in fully characterizing
the core structure of the screw dislocation in bcc metals [154], as compared to the suc-
cesses in fcc metals and intermetallic systems [155–157]. However, comparison of the atomic
neighborhood of a dislocation core with that of a grain boundary often reveal that they are
much the same. Therefore a validation experiment designed around grain boundary atomic
structure should provide much the same confidence in the atomistic modeling technique.
Additionally, the experimental characterization of the atomic structure of grain boundaries is a
much more straightforward process. A number of recent HREM experimental grain-boundary
characterizations of bcc metals have been reported [17–20, 158].

One of the important goals of several of these investigations into the grain-boundary struc-
ture in bcc metals has been the validation of the quantum-based interatomic potentials that
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incorporate angularly dependent interactions. As discussed above, there has been close agree-
ment between the predictions of the atomistic simulations with these potentials and the results
of experimental observations of the �5 (310)/[001] symmetric tilt grain boundary in Nb, Mo,
and Ta [17, 19, 20]. The quantitative feature of particular interest in this boundary is the
state of rigid-body displacement between the grains on either side of the boundary. Explicit
methods have been developed for quantitative analysis of this shift by HREM for comparison
with theoretical predictions [23], which has revealed the good agreement between theory and
experiment.

4.3. NANOINDENTATION EXPERIMENTS

Nanoindentation permits the study of plasticity of materials in very small volumes, from the
atomic scale, through the micro- and meso-scales to the continuum scale. As such, it provides
a particularly good tool for validating the predictions of multiscale modeling and simulation of
material behavior. In this approach, one can consider the nucleation of dislocations in perfect
crystals, as well as the effects of grain boundary proximity, on the initiation of plasticity.

Nanoindentation of Mo and Ta epitaxial films and polycrystalline Au thin films at the
nanometer depth scale reveals irregular load-displacement curves that are associated with the
nucleation of dislocations [159–161]. The shear stresses at which the first inelastic events
are triggered compare favorably with estimates of the theoretical shear strengths of perfect
crystals. In these experiments, a diamond indenter with a slightly rounded tip (radius about
50–100 nm) is pushed into the surface of a crystal. Initially one sees a Hertzian elastic loading
behavior. The load-displacement curve for the Au polycrystal shows reversible loading and
unloading behavior. This is purely elastic behavior. In each case an abrupt displacement burst
occurs at a critical load. This corresponds to the nucleation of dislocations – a nanoscale
deformation effect. The resolved shear stresses needed to produce these irreversible displace-
ments are very high – they correspond to the theoretical strength of the crystal. What makes
these experiments especially interesting is that the largest shear stresses are found not at the
surface but beneath the surface. As a consequence, the nucleation of dislocations occurs within
the crystal and is not affected by imperfections at the surface of the crystal. Also, in these
small-scale indentations there are no dislocations under the indenter (the dislocation density
is too low and the indentation area is too small) with the consequence that the deformation of
initially perfect crystals can be studied. These are the most ideal conditions for deformation,
conditions that can be treated with various kinds of atomistic modeling schemes.

In an effort to link these experimental results to atomistic phenomena, MD modeling of
nanometer scale indentations in Au bicrystals has been done [160, 161]. The MD simulations
show that discrete plastic events are associated with the nucleation of dislocations beneath the
surface and that grain boundaries can facilitate the dislocation nucleation process. The MD
simulations show both Hertzian elastic and discrete plastic deformation. In spite of the small
size of the systems being considered in these simulations, the load displacement response is
very much like the experiments. One finds Hertzian elastic loading up to a depth of about 4 Å.
Then a small discrete load drop is observed. At larger displacements, still larger load drops are
observed. The abrupt load drops are associated with dislocation nucleation under the indenter
tip. In the simulations the indenter displacement is prescribed, so that the system acts as a hard
testing system. By contrast, in the experiments one has a soft testing system and displacement
discontinuities are observed instead of load drops. The initial loading curve is well described
by the Hertz theory. After several load drops, the indenter is withdrawn from the sample.
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The corresponding unloading curve is analyzed according to the Sneddon theory of elastic
contact (used in experimental nanoindentation studies). The elastic modulus extracted from
that analysis gives a result that is in good agreement with the bulk elastic properties of Au.

5. Concluding remarks

We believe that the research discussed in the present paper is representative of current atom-
istic simulation work contributing to the multiscale modeling of plasticity and strength. To
the work cited, no doubt could be added many other additional examples, especially in non-
bcc materials. It is clear that atomistic simulations for multiscale modeling of plasticity and
strength are now moving into an advanced phase, where not only are generic mechanisms in
simple systems being addressed but also where quantum-based predictions for real complex
materials at both ambient and extreme conditions are being made. The forefront challenge for
the future is to firmly establish all relevant fundamental linkages, both in length scale and in
time scale, with micro-, meso- and continuum descriptions of plasticity and strength.
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